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4. Application Domains

4.1. Panorama

NLP tools and methods have many possible domains of application. Some of them are already mature enough to be commercialized. They can be roughly classified in three groups:

- Human-computer interaction: mostly speech processing and text-to-speech, often in a dialogue context; today, commercial offers are limited to restricted domains (train tickets reservation...);
- Language writing aid: spelling, grammatical and stylistic correctors for text editors, controlled-language writing aids (e.g., for technical documents), memory-based translation aid, foreign language learning tools, as well as vocal dictation;
- Access to information: tools to enable a better access to information present in huge collections of texts (e.g., the Internet): automatic document classification, automatic document structuring, automatic summarizing, information acquisition and extraction, text mining, question-answering systems, as well as surface machine translation. Information access to speech archives through transcriptions is also an emerging field.
- Experimental linguistics: tools to explore language in an objective way (this is related, but not limited to corpus linguistics).

ALpage focuses on some applications included in the three last points, such as information extraction and (linguistic and extra-linguistic) knowledge acquisition (4.2), text mining (4.3), text generation (4.6), spelling correction (4.7) and experimental linguistics (4.8).

4.2. Information extraction and knowledge acquisition

Participants: Éric Villemonte de La Clergerie, Rosa Stern, Yayoi Nakamura-Delloye, Marianna Apidianaki, François-Régis Chaumartin, Benoît Sagot.

The first domain of application for ALpage parsing systems is information extraction, and in particular knowledge acquisition, be it linguistic or not, and text mining.

Knowledge acquisition for a given restricted domain is something that has already been studied by some ALpage members for several years (ACI Biotim, biographic information extraction from the Maitron corpus, Scribo project). Obviously, the progressive extension of ALpage parsing systems or even shallow processing chains to the semantic level increase the quality of the extracted information, as well as the scope of information that can be extracted. Such knowledge acquisition efforts bring solutions to current problems related to information access and take place into the emerging notion of Semantic Web. The transition from a web based on data (textual documents,...) to a web based on knowledge requires linguistic processing tools which are able to provide fine grained pieces of information, in particular by relying on high-quality deep parsing. For a given domain of knowledge (say, news or tourism), the extraction of a domain ontology that represents its key concepts and the relations between them is a crucial task, which has a lot in common with the extraction of linguistic information.

In the last years, such efforts have been targeted towards information extraction from news wires in collaboration with the Agence France-Presse (Rosa Stern is a CIFRE PhD student at ALpage and at AFP, and works in relation with the ANR project EDyLex) as well as in the context of the collaboration between ALpage and Proxem, a startup created by François-Régis Chaumartin, PhD student at ALpage.

These applications in the domain of information extraction raise exciting challenges that require altogether ideas and tools coming from the domains of computational linguistics, machine learning and knowledge representation.
4.3. Processing answers to open-ended questions in surveys: _vera_

**Participants:** Benoît Sagot, Valérie Hanoka.

Verbatim Analysis is a startup co-created by Benoît Sagot from Alpage and Dimitri Tcherniak from Towers Watson, a world-wide leader in the domain of employee research (opinion mining among the employees of a company or organization). The aim of its first product, _vera_, is to provide an all-in-one environment for editing (i.e., normalizing the spelling and typography), understanding and classifying answers to open-ended questions, and relating them with closed-ended questions, so as to extract as much valuable information as possible from both types of questions. The editing part relies in part on SXPipe (see section 5.6) and Alexina morphological lexicons. Several other parts of _vera_ are co-owned by Verbatim Analysis and by INRIA.

4.4. Shallow processing of e-mails

**Participants:** Benoît Sagot, Laurence Danlos.

Shallow processing is one of the most important NLP application domains. This includes, in particular, detecting named entities in a broad sense (person names, organization names, locations, addresses, date and time mentions, and others), with many possible purposes, such as text normalization and even anonymization, but more importantly for extracting events and other kinds of structured information from text. This is what the new company Kwaga is trying to do on e-mails, challenging difficulties related to the high level of noise that characterizes e-mail corpora (spelling mistakes, shortenings, inter-e-mail structure...). In 2009-2010, an ARITT contract has been set up to try and study the usability of Alpage’s SXPipe shallow processing chain for part of this purpose.

4.5. Multilingual terminologies and lexical resources for companies

**Participants:** Éric Villemonte de La Clergerie, Mickael Morardo, Benoît Sagot.

Lingua et Machina is a small company now head by François Brown de Colstoun, a former INRIA researcher, that provides services for developing specialized multilingual terminologies for its clients. It develops the framework Libellex for validating such terminologies. A formal collaboration with ALPAGE has been set up, with the recruitment of Mikael Morardo as engineer, funded by INRIA’s DTI. He works on the extension of the web platform Libellex for the visualization and validation of new types of lexical resources. In particular, he has integrated a new interface for handling monolingual terminologies.

4.6. Generation of textual reports about statistical data: EASYTEXT

**Participant:** Laurence Danlos.

Since 2010, the generation system EASYTEXT has been polished up so that it is operational at Kantar Media which sailed it to a bunch of customers. As Kantar Media was pleasantly surprised by the quality of the automatically generated texts, they asked for further extensions of EASYTEXT which are currently worked on, especially an extension to generate English texts.

EASYTEXT has been presented at two international conferences [34], [27].

4.7. Automatic and semi-automatic spelling correction in an industrial setting

**Participants:** Benoît Sagot, Éric Villemonte de La Clergerie, Laurence Danlos.

NLP tools and resources used for spelling correction, such as large n-gram collections, POS taggers and finite-state machinery are now mature and precise. In industrial setting such as post-processing after large-scale OCR, these tools and resources should enable spelling correction tools to work on a much larger scale and with a much better precision than what can be found in different contexts with different constraints (e.g., in text editors). Moreover, such industrial contexts allow for a non-costly manual intervention, in case one is able to identify the most uncertain corrections. An FUI project on this topic has been proposed in collaboration with Diadeis, a company specialized in text digitalization, and two other partners. It has been rerouted to the “Investissements d’avenir” framework, and has been accepted. It will start in early 2012.
4.8. Experimental linguistics

Participants: Benoît Crabbé, Juliette Thuilier, Luc Boruta.

Alpage is a team that dedicates efforts in producing resources and algorithms for processing large amounts of textual materials. These resources can be applied not only for purely NLP purposes but also for linguistic purposes. Indeed, the specific needs of NLP applications led to the development of electronic linguistic resources (in particular lexica, annotated corpora, and treebanks) that are sufficiently large for carrying statistical analysis on linguistic issues. In the last 10 years, pioneering work has started to use these new data sources to study English grammar, leading to important new results in such areas as the study of syntactic preferences [66], [133], the existence of graded grammaticality judgments [92].

The reasons for getting interested in statistical modeling of language can be traced back by looking at the recent history of grammatical works in linguistics. In the 1980s and 1990s, theoretical grammarians have been mostly concerned with improving the conceptual underpinnings of their respective subfields, in particular through the construction and refinement of formal models. In syntax, the relative consensus on a generative-transformational approach [76] gave way on the one hand to more abstract characterizations of the language faculty [76], and on the other hand to the construction of detailed, formally explicit, and often implemented, alternative formulation of the generative approach [65], [106]. For French several grammars have been implemented in this trend, among which the tree adjoining grammars of [68], [80] among others. This general movement led to much improved descriptions and understanding of the conceptual underpinnings of both linguistic competence and language use. It was in large part catalyzed by a convergence of interests of logical, linguistic and computational approaches to grammatical phenomena.

However, starting in the 1990s, a growing portion of the community started being frustrated by the paucity and unreliability of the empirical evidence underlying their research. In syntax, data was generally collected impressionistically, either as ad-hoc small samples of language use, or as ill-understood and little-controlled grammaticality judgements (Schütze 1995). This shift towards quantitative methods is also a shift towards new scientific questions and new scientific fields. Using richly annotated data and statistical modeling, we address questions that could not be addressed by previous methodology in linguistics. In this line, at Alpage we have started investigating the question of choice in French syntax with a statistical modeling methodology. Currently two studies are being led on the position of attributive adjectives w.r.t. the noun and the relative position of postverbal complement. This research has contributed to establish new links with the Laboratoire de Linguistique Formelle (LLF, Paris 7) and the Laboratoire de Psychologie et Neuropsychologie Cognitives (LPNCog, Paris 5).

On the other hand we have also started a collaboration with the Laboratoire de Sciences Cognitives de Paris (LSCP/ENS) where we explore the design of algorithms towards the statistical modeling of language acquisition (phonological acquisition). This is currently supported by one PhD project.
4. Application Domains

4.1. Introduction

This section reviews a number of applicative tasks in which the METISS project-team is particularly active:

- spoken content processing
- description of audio streams
- audio scene analysis
- advanced processing for music information retrieval

The main applicative fields targeted by these tasks are:

- multimedia indexing
- audio and audio-visual content repurposing
- description and exploitation of musical databases
- ambient intelligence
- education and leisure

4.2. Spoken content processing

A number of audio signals contain speech, which conveys important information concerning the document origin, content and semantics. The field of speaker characterisation and verification covers a variety of tasks that consist in using a speech signal to determine some information concerning the identity of the speaker who uttered it.

In parallel, METISS maintains some know-how and develops new research in the area of acoustic modeling of speech signals and automatic speech transcription, mainly in the framework of the semantic analysis of audio and multimedia documents.

4.2.1. Robustness issues in speaker recognition

Speaker recognition and verification has made significant progress with the systematical use of probabilistic models, in particular Hidden Markov Models (for text-dependent applications) and Gaussian Mixture Models (for text-independent applications). As presented in the fundamentals of this report, the current state-of-the-art approaches rely on bayesian decision theory.

However, robustness issues are still pending: when speaker characteristics are learned on small quantities of data, the trained model has very poor performance, because it lacks generalisation capabilities. This problem can partly be overcome by adaptation techniques (following the MAP viewpoint), using either a speaker-independent model as general knowledge, or some structural information, for instance a dependency model between local distributions.

METISS also adresses a number of topics related to speaker characterisation, in particular speaker selection (i.e. how to select a representative subset of speakers from a larger population), speaker representation (namely how to represent a new speaker in reference to a given speaker population), speaker adaptation for speech recognition, and more recently, speaker’s emotion detection.

4.2.2. Speech recognition for multimedia analysis

In multimodal documents, the audio track is generally a major source of information and, when it contains speech, it conveys a high level of semantic content. In this context, speech recognition functionalities are essential for the extraction of information relevant to the tasks of content indexing.
As of today, there is no perfect technology able to provide an error-free speech retranscription and operating for any type of speech input. A current challenge is to be able to exploit the imperfect output of an Automatic Speech Recognition (ASR) system, using for instance Natural Language Processing (NLP) techniques, in order to extract structural (topic segmentation) and semantic (topic detection) information from the audio track. Along the same line, another scientific challenge is to combine the ASR output with other sources of information coming from various modalities, in order to extract robust multi-modal indexes from a multimedia content (video, audio, textual metadata, etc...).

4.3. Description and structuration of audio streams

Automatic tools to locate events in audio documents, structure them and browse through them as in textual documents are key issues in order to fully exploit most of the available audio documents (radio and television programmes and broadcasts, conference recordings, etc).

In this respect, defining and extracting meaningful characteristics from an audio stream aim at obtaining a structured representation of the document, thus facilitating content-based access or search by similarity.

Activities in METISSL focus on sound class and event characterisation and tracking in audio contents for a wide variety of features and documents.

4.3.1. Detecting and tracking sound classes and events

Locating various sounds or broad classes of sounds, such as silence, music or specific events like ball hits or a jingle, in an audio document is a key issue as far as automatic annotation of sound tracks is concerned. Indeed, specific audio events are crucial landmarks in a broadcast. Thus, locating automatically such events enables to answer a query by focusing on the portion of interest in the document or to structure a document for further processing. Typical sound tracks come from radio or TV broadcasts, or even movies.

In the continuity of research carried out at IRISA for many years (especially by Benveniste, Basseville, André-Obrecht, Delyon, Seck, ...) the statistical test approach can be applied to abrupt changes detection and sound class tracking, the latter provided a statistical model for each class to be detected or tracked was previously estimated. For example, detecting speech segments in the signal can be carried out by comparing the segment likelihoods using a speech and a “non-speech” statistical model respectively. The statistical models commonly used typically represent the distribution of the power spectral density, possibly including some temporal constraints if the audio events to look for show a specific time structure, as is the case with jingles or words. As an alternative to statistical tests, hidden Markov models can be used to simultaneously segment and classify an audio stream. In this case, each state (or group of states) of the automaton represent one of the audio event to be detected. As for the statistical test approach, the hidden Markov model approach requires that models, typically Gaussian mixture models, are estimated for each type of event to be tracked.

In the area of automatic detection and tracking of audio events, there are three main bottlenecks. The first one is the detection of simultaneous events, typically speech with music in a speech/music/noise segmentation problem since it is nearly impossible to estimate a model for each event combination. The second one is the not so uncommon problem of detecting very short events for which only a small amount of training data is available. In this case, the traditional 100 Hz frame analysis of the waveform and Gaussian mixture modeling suffer serious limitations. Finally, typical approaches require a preliminary step of manual annotation of a training corpus in order to estimate some model parameters. There is therefore a need for efficient machine learning and statistical parameter estimation techniques to avoid this tedious and costly annotation step.

4.3.2. Describing multi-modal information

Applied to the sound track of a video, detecting and tracking audio events can provide useful information about the video structure. Such information is by definition only partial and can seldom be exploited by itself for multimedia document structuring or abstracting. To achieve these goals, partial information from the various media must be combined. By nature, pieces of information extracted from different media or modalities are heterogeneous (text, topic, symbolic audio events, shot change, dominant color, etc.) thus making their
integration difficult. Only recently approaches to combine audio and visual information in a generic framework for video structuring have appeared, most of them using very basic audio information.

Combining multimedia information can be performed at various level of abstraction. Currently, most approaches in video structuring rely on the combination of structuring events detected independently in each media. A popular way to combine information is the hierarchical approach which consists in using the results of the event detection of one media to provide cues for event detection in the other media. Application specific heuristics for decision fusions are also widely employed. The Bayes detection theory provides a powerful theoretical framework for a more integrated processing of heterogeneous information, in particular because this framework is already extensively exploited to detect structuring events in each media. Hidden Markov models with multiple observation streams have been used in various studies on video analysis over the last three years.

The main research topics in this field are the definition of structuring events that should be detected on the one hand and the definition of statistical models to combine or to jointly model low-level heterogeneous information on the other hand. In particular, defining statistical models on low-level features is a promising idea as it avoids defining and detecting structuring elements independently for each media and enables an early integration of all the possible sources of information in the structuring process.

4.3.3. Recurrent audio pattern detection

A new emerging topic is that of motif discovery in large volumes of audio data, i.e. discovering similar units in an audio stream in an unsupervised fashion. These motifs can constitute some form of audio “miniatures” which characterize some potentially salient part of the audio content: key-word, jingle, etc...

This problem naturally requires the definition of a robust metric between audio segments, but a key issue relies in an efficient search strategy able to handle the combinatorial complexity stemming from the competition between all possible motif hypotheses. An additional issue is that of being able to model adequately the collection of instances corresponding to a same motif (in this respect, the HMM framework certainly offers a reasonable paradigm).

4.4. Advanced processing for music information retrieval

4.4.1. Music content modeling

Music pieces constitute a large part of the vast family of audio data for which the design of description and search techniques remain a challenge. But while there exist some well-established formats for synthetic music (such as MIDI), there is still no efficient approach that provide a compact, searchable representation of music recordings.

In this context, the METISS research group dedicates some investigative efforts in high level modeling of music content along several tracks. The first one is the acoustic modeling of music recordings by deformable probabilistic sound objects so as to represent variants of a same note as several realisation of a common underlying process. The second track is music language modeling, i.e. the symbolic modeling of combinations and sequences of notes by statistical models, such as n-grams.

4.4.2. Multi-level representations for music information retrieval

New search and retrieval technologies focused on music recordings are of great interest to amateur and professional applications in different kinds of audio data repositories, like on-line music stores or personal music collections.

The METISS research group is devoting increasing effort on the fine modeling of multi-instrument/multi-track music recordings. In this context we are developing new methods of automatic metadata generation from music recordings, based on Bayesian modeling of the signal for multilevel representations of its content. We also investigate uncertainty representation and multiple alternative hypotheses inference.

4.5. Audio scene analysis
Audio signals are commonly the result of the superimposition of various sources mixed together: speech and surrounding noise, multiple speakers, instruments playing simultaneously, etc...

Source separation aims at recovering (approximations of) the various sources participating to the audio mixture, using spatial and spectral criteria, which can be based either on a priori knowledge or on property learned from the mixture itself.

### 4.5.1. Audio source separation

The general problem of “source separation” consists in recovering a set of unknown sources from the observation of one or several of their mixtures, which may correspond to as many microphones. In the special case of speaker separation, the problem is to recover two speech signals contributed by two separate speakers that are recorded on the same media. The former issue can be extended to channel separation, which deals with the problem of isolating various simultaneous components in an audio recording (speech, music, singing voice, individual instruments, etc.). In the case of noise removal, one tries to isolate the “meaningful” signal, holding relevant information, from parasite noise.

It can even be appropriate to view audio compression as a special case of source separation, one source being the compressed signal, the other being the residue of the compression process. The former examples illustrate how the general source separation problem spans many different problems and implies many foreseeable applications.

While in some cases –such as multichannel audio recording and processing– the source separation problem arises with a number of mixtures which is at least the number of unknown sources, the research on audio source separation within the METISS project-team rather focusses on the so-called under-determined case. More precisely, we consider the cases of one sensor (mono recording) for two or more sources, or two sensors (stereo recording) for $n > 2$ sources.

We address the problem of source separation by combining spatial information and spectral properties of the sources. However, as we want to resort to as little prior information as possible we have designed self-learning schemes which adapt their behaviour to the properties of the mixture itself [1].

### 4.5.2. Compressive sensing of acoustic fields

Complex audio scene may also be dealt with at the acquisition stage, by using “intelligent” sampling schemes. This is the concept behind a new field of scientific investigation: compressive sensing of acoustic fields.

The challenge of this research is to design, implement and evaluate sensing architectures and signal processing algorithms which would enable to acquire a reasonably accurate map of an acoustic field, so as to be able to locate, characterize and manipulate the various sources in the audio scene.
PAROLE Project-Team

4. Application Domains

4.1. Application Domains

Our research is applied in a variety of fields from ASR to paramedical domains. Speech analysis methods will contribute to the development of new technologies for language learning (for hearing-impaired persons and for the teaching of foreign languages) as well as for hearing aids. In the past, we developed a set of teaching tools based on speech analysis and recognition algorithms of the group (cf. the ISAEUS [53] project of the EU that ended in 2000). We are continuing this effort towards the diffusion of a course on Internet.

Speech is likely to play an increasing role in man-machine communication. Actually, speech is a natural mean of communication, particularly for non-specialist persons. In a multimodal environment, the association of speech and designation gestures on touch screens can, for instance, simplify the interpretation of spatial reference expressions. Besides, the use of speech is mandatory in many situations where a keyboard is not available: mobile and on-board applications (for instance in the framework of the HIWIRE European project for the use of speech recognition in a cockpit plane), interactive vocal servers, telephone and domestic applications, etc. Most of these applications will necessitate to integrate the type of speech understanding process that our group is presently studying. Furthermore, speech to speech translation concerns all multilingual applications (vocal services, audio indexing of international documents). The automatic indexing of audio and video documents is a very active field that will have an increasing importance in our group in the forthcoming years, with applications such as economic intelligence, keyword spotting and automatic categorization of mails.
4. Application Domains

4.1. Application Domains

The present proposal focuses on the semantics of natural language, including the semantic analysis of discourses. Consequently, our applicative domains concern natural language processing applications that rely on a deep semantic analysis. For instance, one may cite the following ones:

- textual entailment and inference;
- dialogue systems;
- semantic-oriented query systems;
- content analysis of unstructured documents;
- (semi) automatic knowledge acquisition.

In fact, the need for semantics seems to be ubiquitous. There is, however, a challenge here. We need to find applications for which a deep semantic analysis results in a real improvement over non semantic-based techniques.

Nevertheless, the possible applications one may imagine are numerous, but we do not want to be too specific about it, at this stage. We intend to develop applications in the framework of collaborations. Therefore, the actual applicative developments we will undertake will depend of the partners we are currently seeking.
4. Application Domains

4.1. Grammar building and Linguistic Analysis

Developing large scale computational grammars permits a precise documentation and analysis of natural language phenomena. In collaboration with Calligramme, Talaris has developed a grammar compiler (XMG, Extended Metagrammar) which supports the computational specification of large scale, multi-dimensional tree grammars\[1]. One long term application pursued by Talaris in the domain of computational linguistics is the development of a large scale Feature Based Lexicalised Tree Adjoining Grammar describing both the syntax and the semantics of French.

4.2. Surface Realization

As mentioned above, the tree adjoining grammars developed by Talaris associate with each natural language expression not only a syntactic tree but also a semantic representation. In addition, because these grammars are unification based, they can be used either to derive a semantic representation from a sentence (analysis) or to generate a sentence from a semantic representation (generation). We are actively exploring how the grammars we develop, can be used to support data-to-text generation. After having developed several sentence generation algorithms (GenI, RTGen and D-RTGen)\[2], we are currently investigating: how to further optimise them; how to use them to verbalise knowledge bases and queries on knowledge bases; and how to evaluate their output.

4.3. Hybrid Automated Deduction

TALARIS’s main contribution in this topic has been the design of resolution and tableaux calculi for hybrid logics, calculi that were then implemented in the HYLORES and HTAB theorem provers. For example, TALARIS members have proved that the resolution calculus for hybrid logics can be enhanced with optimisations of order and selection functions without losing completeness. Moreover, a number of ‘effective’ (i.e., directly implementable) termination proofs for the hybrid logic $H(\emptyset)$ has been established, for both resolution and tableaux based approaches, and the techniques are being extended to more expressive languages. Current work includes adding a temporal reasoning component to the provers, extending the architecture to allow querying against a background theory without having to explore again the theory with each new query, and testing the hybrid provers performance against dedicated state-of-the-art provers from other domains (first-order logic, description logics) using suitable translations.

Moreover, we are interested in providing a range of inference services beyond satisfiability checking. For example, the current version of HYLORES and HTAB includes model generation (i.e., the provers can generate a model when the input formula is satisfiable).

We have also started to explore other decision methods (e.g., game based decision methods) which are useful for non-standard semantics like topological semantics. The prover HYLOBAN is an example of this work.

4.4. Multimedia

MLIF (Multi Lingual Information Framework) is intended to be a generic ISO-based mechanism for representing and dealing with multilingual textual information. A preliminary version of MLIF has been associated with digital media within the ISO/IEC MPEG context and dealing with subtitling of video content, dialogue prompts, menus in interactive TV, and descriptive information for multimedia scenes. MLIF comprises a flexible specification platform for elementary multilingual units that may be either embedded in other types of multimedia content or used autonomously to localise existing content.

\[1\] [46], [48], [47], [49], [50], [51], [52], [62], [59], [60], [61], [55], [58]

\[2\] [57], [54], [56], [53]
In 2010, Talaris addressed a new application domain namely, the integration of deep natural language processing (NLP) techniques with 3D worlds and games. A first foray into that theme has been the submission of two systems to the international GIVE (Giving instructions in a virtual environment). Two recently accepted EU funded projects (Interreg project Allegro and Eurostar project Emo-Speech) on that theme will permit a fully blown exploration of the research issues and of the technological problems arising in this area. This new theme builds on the tools and techniques developed by Talaris over the last 5 years for deep NLP and in particular, on the availability of an expressive grammar writing environment (XMG), of wide coverage deep grammars for French and English (SemTAG and SemXTAG), of a grammar based surface realiser (GenI) and of parsers (LLP2, SemConst) using these grammars.
4. Application Domains

4.1. Scientific visualization

**Participants:** Guillaume Caumon, Nicolas Cherpeau, Samuel Hornus, Bruno Jobard, Bruno Lévy, Romain Merland, Vincent Nivoliers, Jeanne Pellerin, Nicolas Ray.

Besides developing new solutions for geometry processing and numerical light simulation, we aim at applying these solutions to real-size scientific and industrial problems. In this context, scientific visualization is our main applications domain. With the advances in acquisition techniques, the size of the data sets to be processed increases faster than Moore’s law, and represents a scientific and technical challenge. To ensure that our processing and visualization algorithms scale-up, we develop a combination of algorithmic, software and hardware architectures. Namely, we are interested in hierarchical function bases, and in parallel computation on GPUs (graphic processing units).

Our developments in parallel processing and GPU programming permit our geometry processing and light simulation solutions to scale-up, and handle real-scale data from other research and industry domains. The following applications are developed within the MIS (Modelization, Interaction, Simulation) and AOC (Analysis, Optimization and Control) programs, which are supported by the “Contrat de Plan État-Région Lorraine”.

4.2. Geology

**Participants:** Guillaume Caumon, Samuel Hornus, Bruno Jobard, Bruno Lévy, Romain Merland, Vincent Nivoliers, Jeanne Pellerin, Nicolas Ray.

This application domain is led by the Gocad consortium, created by Prof. Mallet, now headed by Guillaume Caumon. The consortium involves 48 universities and most of the major oil and gas companies. ALICE contributes to Gocad with numerical geometry and visualization algorithms for oil and gas engineering. The currently explored domains are complex and dynamic structural models construction, extremely large seismic volumes exploration, and drilling evaluation and planning. The solutions that we develop are transferred to the industry through Earth Decision Sciences. Several Ph.D. students are co-advised by researchers in GOCAD and ALICE.
4. Application Domains

4.1. Illustration

Although it has long been recognized that the visual channel is one of the most effective means for communicating information, the use of computer processing to generate effective visual content has been mostly limited to very specific image types: realistic rendering, computer-aided cell animation, etc.

The ever-increasing complexity of available 3d models is creating a demand for improved image creation techniques for general illustration purposes. Recent examples in the literature include computer systems to generate road maps, or assembly instructions, where a simplified visual representation is a necessity.

Our work in expressive rendering and in relevance-guided rendering aims at providing effective tools for all illustration needs that work from complex 3d models. We also plan to apply our knowledge of lighting simulation, together with expressive rendering techniques, to the difficult problem of sketching illustrations for architectural applications.

4.2. Video games and visualization

Video games represent a particularly challenging domain of application since they require both real-time interaction and high levels of visual quality. Moreover, video games are developed on a variety of platforms with completely different capacities. Automatic generation of appropriate data structures and runtime selection of optimal rendering algorithms can save companies a huge amount of development (e.g. the EAGL library used by Electronic Arts [33]).

More generally, interactive visualization of complex data (e.g. in scientific engineering) can be achieved only by combining various rendering accelerations (e.g. visibility culling, levels of details, etc.), an optimization task that is hard to perform “by hand” and highly data dependent. One of ARTIS’ goals is to understand this dependence and automate the optimization.

4.3. Virtual heritage

Virtual heritage is a recent area which has seen spectacular growth over the past few years. Archeology and heritage exhibits are natural application areas for virtual environments and computer graphics, since they provide the ability to navigate 3D models of environments that no longer exist and can not be recorded on a videotape. Moreover, digital models and 3D renderings give the ability to enrich the navigation with annotations.

Our work on style has proved very interesting to architects who have a long habit of using hand-drawn schemas and wooden models to work and communicate. Wooden models can advantageously be replaced by 3D models inside a computer. Drawing, on the other hand, offers a higher level of interpretation and a richness of expression that are really needed by architects, for example to emphasize that such model is an hypothesis.

By investigating style analysis and expressive rendering, we could “sample” drawing styles used by architects and “apply” them to the rendering of 3D models. The computational power made available by computer assisted drawing can also lead to the development of new styles with a desired expressiveness, which would be harder to produce by hand. In particular, this approach offers the ability to navigate a 3D model while offering an expressive rendering style, raising fundamental questions on how to “animate” a style.
AVIZ Project-Team

4. Application Domains

4.1. Application Domains

AVIZ develops active collaboration with users from various application domains, making sure it can support their specific needs. By studying similar problems in different domains, we can begin to generalize our results and have confidence that our solutions will work for a variety of applications.

Our current application domains include:

- Genealogy, in cooperation with North Carolina State University;
- Biological research, in cooperation with Institut Pasteur;
- Digital Libraries, in cooperation with the French National Archives and the Wikipedia community;
- Open Data, in cooperation with Google Open Data;
- Agrifood Process Modeling, in cooperation with the DREAM project;
4. Application Domains

4.1. Application Domains

The applications of this research include any situation where users need to create new, imaginary, 3D content. Our goal is to promote interactive digital design as a tool to quickly express, test and refine the models they have in mind, as well as an efficient way for communicating them to other people. Applying our work to different domains enables us to work with different categories of users, from digital experts to professionals who never used digital modeling and to the general public. This diversity will be instrumental for the validation of our models, algorithms and interactive systems. The application domains we are currently interested into are listed below.

- **Industrial Design** (*Stefanie Hahmann, Jean-Claude Léon*)
- **Mechanical & Civil Engineering** (*Jean-Claude Léon, François Faure*)
- **Natural Sciences** (*François Faure, Olivier Palombi, Marie-Paule Cani*)
  - Virtual anatomy: ontology, 3D modeling & animation
  - Plants: high level representation for plants geometry
- **Education, Communication & Art** (*Olivier Palombi, Marie-Paule Cani, Rémi Ronfard*)
  - Interactive tools for education
  - Design tools for visual artists and for the public
  - Theater: virtual staging & rehearsals
- **Films & Games** (*Rémi Ronfard, Marie-Paule Cani, François Faure, Stefanie Hahmann*)
  - Real-time, plausible clothing
  - Virtual cinematography & film editing
  - Interactive story telling
IN-SITU Project-Team

4. Application Domains

4.1. Application Domains

INSITU works actively with users from various application domains in order to understand their specific needs. By studying similar problems in different domains, we can generalize our results and develop more general principles. Our current application domains include:

- Scientific discovery, i.e. the use of advanced interactive technologies by scientists of other disciplines, in particular:
  - Biological research, in cooperation with the Institut Pasteur (Paris), INRA (Institut National de la Recherche Agronomique, Evry), INRA Metarisk\(^1\) (Paris), and other laboratories of the University Paris-Sud;
  - Astronomy, in cooperation with the European Southern Observatory on the ALMA project\(^2\) (Atacama Large Millimiter/submillimeter Array), for array operations monitoring and control of radiotelescopes; and with Institut d’Astrophysique Spatiale\(^3\) on the visualization of large astronomy imagery using ultra-high-resolution wall-sized displays;
- Creative industries (music composition), in cooperation with IRCAM (Institut de Recherche et Coordination Acoustique-Musique, Paris);
- Domestic technologies, in cooperation with ENSCI (Ecole Nationale Supérieure de Création Industrielle, Paris).

We have selected these domains to ensure that we explore and address diverse validation criteria, e.g. enhancing productivity versus increasing communication access, diverse user characteristics, e.g. professionals versus non-professionals, and diverse user environments, e.g., desktops at work versus home versus mobile settings.

---

4. Application Domains

4.1. Application Domains

Keywords:

We think it is out of the scope of this report to establish an exhaustive list of application domains that could benefit from mobile 3D interactive technologies. Consequently, we only present some key applications here.

**Assisted navigation.** Mobile and connected devices equipped with GPS are currently used as digital assistants for navigation. Such systems can help car drivers for route planning. They also can assist pedestrians or bike users when exploring cities, or when hiking in countryside. Existing solutions are mainly based on 2D or 2.5D visualization of data. Our project aims to provide 3D navigation tools where the data can be accessed from an up-to-date database stored on distant servers. Hence, for example, a hiker visualizes on its mobile device a 3D representation of the surrounding landscape that embeds information such as the way to follow, or the direction to the next mountain refuge.

**Augmented reality.** Today’s mobile devices are equipped with embedded cameras. Consequently, the use of these setups for augmented reality allows to imagine a wide variety of useful applications in our everyday life. For example, in the domain of cultural heritage, some extra information coming from distant servers can enhance the images coming from the cameras of the mobile devices. More precisely, for example the interest of merging synthetic reconstructions of partially destroyed buildings with the images of the real buildings can easily be understood. The same approach can be useful for many domains such as tourism, maintenance, and so on.

**Crisis management and distant assistance.** Mobile and immersive technologies can be mixed. In particular, we want to enhance interaction between mobile users that are surrounded by the real environment and distant "control centers" where high quality visualizations are provided. On the one hand, information such as GPS positions and video streams can be received by control centers from all the mobile units. On the other hand, control centers that have a global knowledge of the situation can send helpful information to the mobile users, such as 3D models of pertinent objects. The interest of such an approach can easily be understood for many applications in the scope of crisis management or distant assistance.

**Entertainment.** Entertainment and especially video games are key applications directly related with our project as well. Some mobile devices have been designed for entertainment, and video games have been specifically developed for such setups. The results of our research in the scope of rendering or interaction directly contribute to the development of the entertainment industry. Moreover, we are investigating new approaches for entertainment, in particular concerning the continuum between different platforms. For example, we can imagine a user to start a game at home with a PC/console, and to continue later the same game with MCD in public transportation.
4. Application Domains

4.1. Motion Sensing

Recording human activity is a key point of many applications and fundamental works. Numerous sensors and systems have been proposed to measure positions, angles or accelerations of the user’s body parts. Whatever the system is, one of the main is to be able to automatically recognize and analyze the user’s performance according to poor and noisy signals. Human activity and motion are subject to variability: intra-variability due to space and time variations of a given motion, but also inter-variability due to different styles and anthropometric dimensions. MimeTIC has addressed the above problems in two main directions.

Firstly, we have studied how to recognize and quantify motions performed by a user when using accurate systems such as Vicon (product of Oxford Metrics) or Optitrack (product of Natural Point) motion capture systems. These systems provide large vectors of accurate information. Due to the size of the state vector (all the degrees of freedom) the challenge is to find the compact information (named features) that enables the automatic system to recognize the performance of the user. Whatever the method is used, finding these relevant features that are not sensitive to intra-individual and inter-individual variability is a challenge. Some researchers have proposed to manually edit these features (such as a Boolean value stating if the arm is moving forward or backward) so that the expertise of the designer is directly linked with the success ratio. Many proposals for generic features have been proposed, such as using Laban notation which was introduced to encode dancing motions. Other approaches tend to use machine learning to automatically extract these features. However most of the proposed approaches were used to seek a database for motions which properties correspond to the features of the user’s performance (named motion retrieval approaches) which doesn’t ensure to retrieve the exact performance of the user but a set of motions with similar properties.

Secondly, we wish to find alternatives to the above approach which is based on analyzing accurate and complete knowledge on joint angles and positions. Hence new sensors, such as depth-cameras (Kinect, product of Microsoft) provide us with very noisy joint information but also with the surface of the user. Classical approaches would try to fit a skeleton into the surface in order to compute joint angles which, again, lead to large state vectors. An alternative would be to extract relevant information directly from the raw data, such as the surface provided by depth cameras. The key problem is that the nature of these data may be very different from classical representation of human performance. In MimeTIC, we try to address this problem in specific application domains that require picking specific information, such as gait asymmetry or regularity for clinical analysis of human walking.

4.2. VR and Sports

Sport is characterized by complex displacements and movements. These movements are dependent on visual information that the athlete can pick up in his environment, including the opponent’s actions. The perception is thus fundamental to the performance. Indeed, a sportive action, as unique, complex and often limited in time it may be, requires a selective gathering of information. This perception is often seen as a prerogative for action, it then takes the role of a passive collector of information. However, as mentioned by Gibson in 1979, the perception-action relationship should not be considered sequential but rather as a coupling: we perceive to act but we must act to perceive. There would thus be laws of coupling between the informational variables available in the environment and the motor responses of a subject. In other words, athletes have the ability to directly perceive the opportunities of action directly from the environment. Whichever school of thought considered, VR offers new perspectives to address these concepts by complementary using real time motion capture of the immersed athlete.
In addition to better understanding sports and interaction between athletes, VR can also be used as a training environment as it can provide complementary tools to coaches. It is indeed possible to add visual or auditory information to better train an athlete. The knowledge found in perceptual experiments can be for example used to highlight the body parts that are important to look at to correctly anticipate the opponent’s action.

4.3. Crowds

Crowd simulation is a very active and concurrent domain. Various disciplines are interested in crowds modeling and simulation: Mathematics, Cognitive Sciences, Physics, Computer Graphics, etc. The reason for this large interest is that crowd simulation raise fascinating challenges.

At first, crowd can be first seen as a complex system: numerous local interactions occur between its elements and results into macroscopic emergent phenomena. Interactions are of various nature and are undergoing various factors as well. Physical factors are crucial as a crowd gathers by definition numerous moving people with a certain level of density. But sociological, cultural and psychological factors are important as well, since crowd behavior is deeply changed from country to country, or depending on the considered situations.

On the computational point of view, crowd push traditional simulation algorithms to their limit. An element of a crowd is subject to interact with any other element belonging the same crowd, a naïve simulation algorithm has a quadratic complexity. Specific strategies are set to face such a difficulty: level-of-detail techniques enable scaling large crowd simulation and reach real-time solutions.

MimeTIC is an international key contributor in the domain of crowd simulation. Our approach is specific and based on three axis. First, our modeling approach is founded on human movement science: we conducted challenging experiment on the motion of groups. Second: we developed high-performance solutions for crowd simulation. Third, we develop solutions for realistic navigation in virtual world to enable interaction with crowds in Virtual Reality.

4.4. Interactive Digital Storytelling

Interactive digital storytelling, including novel forms of edutainment and serious games, provides access to social and human themes through stories which can take various forms and contains opportunities for massively enhancing the possibilities of interactive entertainment, computer games and digital applications. It provides chances for redefining the experience of narrative through interactive simulations of computer-generated story worlds and opens many challenging questions at the overlap between computational narratives, autonomous behaviours, interactive control, content generation and authoring tools.

Of particular interest for the Mimetic research team, virtual storytelling triggers challenging opportunities in providing effective models for enforcing autonomous behaviours for characters in complex 3D environments. Offering both low-level capacities to characters such as perceiving the environments, interacting with the environment and reacting to changes in the topology, on which to build higher-levels such as modelling abstract representations for efficient reasoning, planning paths and activities, modelling cognitive states and behaviours requires the provision of expressive, multi-level and efficient computational models. Furthermore virtual storytelling requires the seamless control of the balance between the autonomy of characters and the unfolding of the story story through the narrative discourse. Virtual storytelling also raises challenging questions on the conveyance of a narrative through interactive or automated control of the cinematography (how to stage the characters, the lights and the cameras). For example, estimating visibility of key subjects, or performing motion planning for cameras and lights are central issues for which have not received satisfactory answers in the litterature.

4.5. Biomechanics and Motion Analysis

Biomechanics is obviously a very large domain. This large set can divided regarding to the scale at which the analysis is performed going from microscopic evaluation of biological tissues’ mechanical properties to macroscopic analysis and modeling of whole body motion. Our topics in the domain of biomechanics mainly lies within this last scope.
The first goal of such kind of research projects is a better understanding of human motion. In MimeTic, this has been done in three different situations: some everyday motions of lambda subject, locomotion of pathological subjects and sports gesture.

In the first set, we have studied how subjects maintain their balance in highly dynamic conditions. Until now, balance havec nearly always been considered in static or quasi-static conditions. The knowledge of much more dynamic cases still has to be improved. Our approach has demonstrated that first of all, the question of the parameter that will allow to do this is still open. We have also taken interest into collision avoidance between two pedestrian. This topic includes the research of the parameters that are interactively controlled and the study of each one’s role within this interaction.

When patients, in particular those suffering from central nervous system affection, cannot have an efficient walking it becomes very useful for practicians to benefit from an objective evaluation of their capacities. To propose such help to patients following, we have developed two complementary indices, one based on kinematics and the other one on muscles activations. One major point of our research is that such indices are usually only developed for children whereas adults with these affections are much more numerous.

Finally, in sports, where gesture can be considered, in some way, as abnormal, the goal is more precisely to understand the determinants of performance. This could then be used to improve training programs or devices. Two different sports have been studied: the tennis serve, where the goal was to understand the contribution of each segments of the body in ball’s speed and the influence of the mechanical characteristics of the fin in fin swimming.

After having improved the knowledge of these different gestures a second goal is then to propose modeling solutions that can be used in VR environments for other research topics within MimeTic. This has been the case, for exemple, for the collision avoidance.

4.6. Autonomous characters

Autonomous characters are becoming more and more popular has they are used in an increasing number of application domains. In the field of special effects, virtual characters are used to replace secondary actors and generate highly populated scenes that would be hard and costly to produce with real actors. In video games and virtual storytelling, autonomous characters play the role of actors that are driven by a scenario. Their autonomy allows them to react to unpredictable user interactions and adapt their behavior accordingly. In the field of simulation, autonomous characters are used to simulate the behavior of humans in different kind of situations. They enable to study new situations and their possible outcomes.

One of the main challenges in the field of autonomous characters is to provide a unified architecture for the modeling of their behavior. This architecture includes perception, action and decisional parts. This decisional part needs to mix different kinds of models, acting at different time scale and working with different nature of data, ranging from numerical (motion control, reactive behaviors) to symbolic (goal oriented behaviors, reasoning about actions and changes).

In the MimeTIC team, we focus on autonomous virtual humans. Our problem is not to reproduce the human intelligence but to propose an architecture making it possible to model credible behaviors of anthropomorphic virtual actors evolving/moving in real time in virtual worlds. The latter can represent particular situations studied by psychologists of the behavior or to correspond to an imaginary universe described by a scenario writer. The proposed architecture should mimic all the human intellectual and physical functions.
4. Application Domains

4.1. Next-generation desktop systems
The term *desktop system* refers here to the combination of a window system handling low-level graphics and input with a window manager and a set of applications that share a distinctive look and feel. It applies not only to desktop PCs but also to any other device or combination of devices supporting graphical interaction with multiple applications. Interaction with these systems currently rely on a small number of interaction primitives such as text input, pointing and activation as well as a few other basic gestures. This limited set of primitives is one reason the systems are simple to use. There is, however, a cost. Most simple combinations being already used, few remain to trigger and control innovative techniques that could facilitate task switching or data management, for example. Desktop systems are in dire need of additional interaction primitives, including gestural ones.

4.2. Ambient Intelligence
*Ambient intelligence* (AmI) refers to the concept of being surrounded by intelligent systems embedded in everyday objects [32]. Envisioned AmI environments are aware of human presence, adapt to users’ needs and are capable of responding to indications of desire and possibly engaging in intelligent dialogue. Ambient Intelligence should be unobtrusive: interaction should be relaxing and enjoyable and should not involve a steep learning curve. Gestural interaction is definitely relevant in this context.

4.3. Serious Games
Serious game refers to techniques extensively used in computer games, that are being used for other purposes than gaming. Fields such as learning, use of Virtual Reality for rehabilitation, 3D interactive worlds for retail, art-therapy, are specific context with which the MINT group has scientific connection, and industrial contacts. This field of application is a good opportunity for us to test and transfer our scientific knowledge and results.

4.4. Interactive Art
The heart of Mint project is about interaction gesture, and aims at making relation between application and user more intimate through the production of tools and methods for application to use more information from user gesture. There seems to be, at first sight, very strong difference of fields, tools, vocabulary, between Science and Art. Up to basic intellectual schemes are classically thought to be different. Yet, a closer look needs to be taken on things. Through time, Art is more and more involved in relation between people and content. For example, *relational art*¹ is centered on inter-human relations and social context. Because of this similar analysis about relation between person and content, research on interactive systems probably has a lot to develop relations with Art, this is also true for research on gestural interaction.

REVES Project-Team (section vide)
VR4I Team

4. Application Domains

4.1. Panorama

The research topics of the VR4i team are related to applications of the industrial, training and education domains.

The applications to the industrial domain are very promising. For instance, the PSA Automotive Design Network, which is a new design center, groups all the tools used for automotive design, from classical CAD systems to Virtual Reality applications. The coupling of virtual reality and simulation algorithms is a key point and is the core of VR4i simulation activities. Major issues in which industrials are strongly involved are focussing on collaborative tasks between multiple users in digital mockups (FUI EMOA 7.1.1) and for scientific visualization (ANR Part@ge and ANR Collaviz 7.1.3), tackling the challenging problem of training in Virtual Reality by providing interactive scenario languages with realists actions and reactions within the environment (GVT Project, ANR Corvette 7.1.4 and FUI SIFORAS 7.1.2). In this context, we are tackling the problem of using Virtual Reality environments for improving the ergonomics of workstations.

Collaborative work is now a hot issue for facing the question of sharing expertise of distant experts for project review, for collaborative design or for analysis of data resulting from scientific computations (FP7-Infra VISIONAIR project 7.2.1) where we propose new software architectures ensuring the data distribution and the synchronization of the users (Figure 1).

Figure 1. Collaboration between VR4i team in Immersia Room 6.4 and UCL on shared analysis of earthquake simulation within VISIONAIR project 7.2.1
AXIS Project-Team

3. Application Domains

3.1. Panorama: Living Labs, Smart Cities

AxIS addresses transversal domains i.e any ICT based innovation project which adopts a living lab approach or has one of the following features

a) requiring individual or collective usage data storage, preprocessing and analysis tools

- for designing, evaluating and improving huge evolving hypermedia information systems (mainly Web-based ISs), for which end-users are of primary concern,
- for a better understanding of the usage of services/products by data mining techniques and knowledge management
- for social network analysis (for example in Web 2.0 applications, Business Intelligence, Sustainable Development, etc.): see past work in ANR Intermed (2009) or current contracts such as FP7 ELLIOT [cf. section 6.3.1.1] where citizen generate ideas in terms of specific environmental sensors based services according to their needs.

and b) requiring user-driven innovation methods or tools: a first work was made in 2010 during the CDISOD Color action for supporting the design of innovative services by citizen from public data in collaboration with Fing (Marseille) and Ademe (Sophia Antipolis). We pursue such a study in the context of FP7 ELLIOT related to environmental data (air quality and noise).

Even if our know how, methods and algorithms have a cross domain applicability, our team chooses to focus on Living Lab projects and mainly related to Sustainable Development for Smart Cities which imply user involvement the future services/products.

Indeed, following the Rio Conference (1992) and the Agenda for the 21st Century, local territories are now directly concerned with the set up of actions for a sustainable development. In this frame, ICT tools are supposed to be very efficient to re-engage people in the democratic process and to make decision-making more transparent, inclusive and accessible. So, sustainable development is closely associated with citizen participation. The emerging research field of e-democracy (so called Digital Democracy or eParticipation), concerned with the use of communications technologies such as the Internet to enhance the democratic processes is now a very active field. Though still in its infancy, a lot of literature is already available (see for instance: http://itc.napier.ac.uk/ITC/publications.asp or http://www.demo-net.org/ for a global view of work in Europe) and numerous different topics are addressed in the field.

We have some experience, particularly stressed on the following applicative domains:

- Transportation system RA2011/axis-thierry grep top(-kems & Mobility (cf. section 3.2 ),
- Tourism (cf. section 3.3 ),
- Others domains such as Environment, Energy, Well Being & Health and e-Governement (cf. section 3.4 ).

3.2. Transportation Systems & Mobility

Major recent evolutions in Intelligent Transportation Systems (ITS) are linked to rapid changes in communication technologies, such as ubiquitous computing, semantic web, contextual design. A strong emphasis is now put on mobility improvements. These improvements concern both the quality of traveller’s information systems for trip planning, the ability to provide real time recommendations for changing transportation means according to traffic information, and the quality of embedded services in vehicles to provide enhanced navigation aids with contextualised and personalised information.
Web 2.0 technology plays now a role of growing importance, as it supports users feed-back which becomes a mean for improving quality of travelers information systems. Exchange of information between users about delay, cancellation and other occurring events provides more accurate and precise data on the current state of the transportation system.

Let us cite various projects where AxIS was and is still involved:

- **Mining Mobility Data**, PREDIT (2004-2007): the MobiVIP project has been an opportunity to collaborate with local Institutions (Communauté d’Agglomération de Sophia Antipolis - CASA) and SMEs (VU Log) and apply AxIS know-how in mining spatial and temporal data issued from vehicles equipped with GPS and from the reservation server and in clustering trajectories (with semantic distances). Even if we didn’t apply our know how in mining data streams in this project, this will be crucial in the future with more and more vehicles equipped with GPS.

  - the Envibus web site provides information about a bus network ; its evaluation was done by coupling ergonomic analysis and usage mining
  - the Otto&co web site supporting car-sharing. Our cooperation about car-sharing developed in 2008 with an evaluation of the Otto&co site in the context of the action COLOR Cuscov is still lasting.

- **Advanced Transportation Systems** - Multimodality, PREDIT (2010-2012): the TIC TAC project (cf. 8.1.7) aims to optimize travel time by providing, in an area with weak transportation services, a just in time on demand shuttle, based on real time information.

### 3.3. Tourism

As tourism is a highly competitive domain, local tourism authorities have developed Web sites in order to promote their services to tourists. Unfortunately, the way information is organised does not necessarily meet Internet users expectations and numerous improvements are necessary to enhance their understanding of visited sites. Thus, even if only for economical reasons, the quality and the diversity of tourism packages have to be improved, for example by highlighting cultural heritage.

Again to illustrate our role in such a domain, let us cite some past projects where AxIS was involved and relating mainly to **Semantic Web Mining**. In our case, we exploit a) ontologies and semantic data for improving usage analysis, personalised services, quality of resultts of search engines and checking the content of an IS and also b) we exploit usage data for updating ontologies.) and **Information Retrieval**.

- Research has been carried out using log files from the city of Metz. This city was chosen because its Web site is in constant development and has been awarded several times, notably in 2003, 2004 and 2005 in the context of the Internet City label. The objective was to extract information about tourists’ behaviours from this site log files and to identify possible benefits in designing or updating a tourism ontology.

- Providing Tourism Information linked to Transportation information: AxIS has already studied recommender systems in order to provide users with personalised transportation information while looking for tourism information such as cultural information, leisure etc (cf. our recommender BE-TRIP (2006)) and [87].

- the Pacalabs (call 2) called HOTEL-REF-PACA accepted in 2010 aims to better refer the web sites of hotels/campings involved in the TOURVAL project (France-Italy) managed by the General Council of Alpes Maritimes, with an approach based on a better understanding of usage from the internauts.

---

2 By Semantic Web Mining, we mean the mutual benefits between two communities Semantic Web and Web Mining
3.4. Other domains: Energy, Environment, Health and e-Government

This year we started specific work on user involvement in the three following domains:

- **Energy** (cf. section 6.1.3): the main AxIS topic here is *usage analysis* in the context of an eco-challenge within an enterprise which is a difficult task due to the complex situation (installation of more than 400 sensors, various differences between the three concerned teams). Such an analysis aims to correlate energy consuming, team eco-responsible behaviours and team profiles.

- **Health** (cf. section 6.2.6): *Living Lab characterisation in Health domain*: AxIS contributed to such a characterisation through the visit (M. Pallot) of several Living Labs, which operate in the domain of Health and Autonomy, and conducted interviews. This work was done in relation with the CGIET.3

- **e-Gov** (cf. section 6.2.5): *Personal Information Management System in e-gov*: The future Internet will bring a growing number of networked applications (services), devices and individual data (including private ones) to end-users. The important challenges are the organization of their access, and the guarantee of trust and privacy. The objectives of the PIMI4 project are the definition of a design environment and a deployment platform for Personal Information Management system (PIM). The future PIM must provide the end-user personal data access with services that are relevant to his needs. In order to take mobility into account, the PIM will be accessed both by mobile devices (smartphone) and Personal Computers. With the increasing number of services and associated data being accessible through Internet, the number and complexity of PIM will raise dramatically in the near future. This will require strong research investment in a number of topics, all contributing to the expected usability and accessibility of Individual Information Spaces for the end-user.

---

3CGIET is the High Council for Industry, Energy and technology, created in Feb 2009 and chaired by the Minister in charge of economic affairs
4Personal Information Management through Internet
4. Application Domains

4.1. Application Domains

Databases are pervasive across many application fields. Indeed, most human activities today require some form of data management. In particular, all applications involving the processing of large amounts of data require the use of a database. Increasingly complex Web applications and services also rely on DBMS, and their correctness and robustness is crucial.

We believe that the automated solutions that Dahu aims to develop for verifying such systems will be useful in this context.
4. Application Domains

4.1. Software components monitoring

Web-services, i.e., services that are provided, controlled and managed through Internet, cover nowadays more and more application areas, from travel booking to goods supplying in supermarkets or the management of an e-learning platform. Such applications need to process requests from users and other services on line, and respond accurately in real time. Anyway, errors may occur, which need to be addressed in order to still be able to provide the correct response with a satisfactory quality of service (QoS): on-line monitoring, especially diagnosis and repair capabilities, become then a crucial concern.

We have been working on this problem within the WS-DIAMOND project \([63]\), a large European funded project involving eight partners in Italy, France, Austria and Netherlands http://wsdiamond.di.unito.it/. Our own work consisted in two distinct contributions:

The first contribution has been to extend the decentralized component-oriented approach, initially developed for monitoring telecommunication networks \([3]\) to this new domain. To this end we have proposed the concept of distributed chronicles, with synchronization events, and the design of an architecture consisting of distributed CRSSs (Chronicle Recognition Systems) communicating their local diagnoses to a broker agent which is in charge of merging them to compute a global diagnosis. During his thesis, X. Le Guillou developed two approaches for solving this problem \([46]\), \([47]\), \([48]\).

Our current work aims at coupling diagnosing and repair, in order to get adaptive web services. We started this study by proposing an architecture inspired from the one developed during the WS-DIAMOND project and dedicated to the adaptive process of a request event when faults occur and propagate through the orchestration.

4.2. Environmental decision making

The need of decision support systems in the environmental domain is now well-recognized. It is especially true in the domain of water quality. For instance the program, named Bretagne Eau Pure, was launched a few years ago in order to help regional managers to protect this important resource in Brittany. The challenge is to preserve the water quality from pollutants as nitrates and herbicides, when these pollutants are massively used by farmers to weed their agricultural plots and improve the quality and increase the quantity of their crops. The difficulty is then to find solutions which satisfy contradictory interests and to get a better knowledge on pollutant transfer.

In this context, we are cooperating with INRA (Institut National de Recherche Agronomique) and developing decision support systems to help regional managers in preserving the river water quality. The approach we advocate is to rely on a qualitative modeling, in order to model biophysical processes in an explicative and understandable way. The SACADEAU model associates a qualitative biophysical model, able to simulate the biophysical process, and a management model, able to simulate the farmer decisions. One of our main contribution is the use of qualitative spatial modeling, based on runoff trees, to simulate the pollutant transfer through agricultural catchments.
The second issue is the use of learning/data mining techniques to discover, from model simulation results, the discriminant variables and automatically acquire rules relating these variables. One of the main challenges is that we are faced with spatiotemporal data. The learned rules are then analyzed in order to recommend actions to improve a current situation.

This work is currently done in the framework of the APPEAU project, funded by ANR and of the ACASSYA project, funded by ANR, having started at the beginning of 2009. We are also involved in the PSDR GO CLIMASTER project, that started in September 2008 and will end in 2011. CLIMASTER stands for “Change ment climatique, systèmes agricoles, ressources naturelles et développement territorial” and is dedicated to the impact of climate changes on the agronomical behaviors in west of France (Grand Ouest). PSDR GO stands for “Programme Pour et Sur le Développement Régional Grand Ouest”.

Our main partners are the SAS INRA research group, located in Rennes and the BIA INRA and AGIR INRA research groups in Toulouse.
4. Application Domains

4.1. Introduction

There are various application domains of the project: our work on technical memory or project memory has applications in engineering (aircraft industry and car industry). Our work on the knowledge servers also has applications in engineering, in the sector of telecommunications (for corporate memory, skills management and technological watch) and in the biomedical field. Edelweiss work on virtual communities has potential applications in medical field, in pharmacological field, in engineering, in earth sciences and in telecommunications.

4.2. Telecommunications

Our work on community memory, in particular the use of intelligent agents, ontologies and XML technology, is of particular interest for telecom companies. A collaboration with Orange Labs took place with a PhD Thesis and continues through an ANR project. We also collaborated with Telecom Valley and the GET (ENST and ENST-Bretagne) for our work on skills management in the RNRT KmP project. We collaborated with Philips Semi-Condutors - NXP, for an intra-firm skills management application. We finally collaborated with ENST-Bretagne for the CNRS Specific Action on “Semantic Web and E-learning”.

4.3. Health & Biology

Our work on community memory, in particular our Semantic Web approach has been applied to several biomedical applications: experiment memory for transcriptome analysis (in the framework of the BioMarker project in collaboration with IPMC and ImmunoSearch). In the framework of SeaLife IST project, we worked on a semantic browser for Life Sciences, with scenarios such as evidence-based medicine, or literature and patent mining. In Immunosearch project, our work on literature mining was useful for supporting experiments aimed at studying harmlessness of the molecules used in perfumes, aromatics and cosmetics.

4.4. Environment & Earth Sciences

We collaborated with IFP (Institut Français du Pétrole) and BRGM (Bureau de Recherches Géologiques et Minières) on semantic portals enabling access to resources and services in Earth Sciences domain. Semantic portals assist geologists in discovering geological sites where storing carbon dioxide (CO₂) produced by power stations, so contributing to reductions in global Greenhouse Gas emissions. We also collaborate with Ademe (Agence de l’Environnement et de la Maîtrise de l’Energie) on technological and scientific monitoring as well as corporate intelligence within the ISICIL ANR project.
EXMO Project-Team

4. Application Domains

The main application context motivating our work is the "semantic web" infrastructure (§ 4.1), but it can be applied in any context where semantic technologies are used: semantic social networks, ambient intelligence, linked data, etc. [4]

4.1. Semantic web technologies

Internet technologies support organisations in accessing and sharing knowledge, often difficult to access in a documentary form. However, these technologies quickly reach their limits: web site organisation is expensive and full-text search inefficient. Content-based information search is becoming a necessity. Content representation will enable computers to manipulate knowledge on a more formal ground and to carry out similarity or generality search. Knowledge representation formalisms are good candidates for expressing content.

The vision of a "semantic web" [ ] supplies the web, as we know it (informal) with annotations expressed in a machine-processible form and linked together. In the context where web documents are formally annotated, it becomes necessary to import and manipulate annotations according to their semantics and their use. Taking advantage of this semantic web will require the manipulation of various knowledge representation formats. Exmo concerns are thus central to the semantic web implementation. Our work aims at enhancing content understanding, including the intelligibility of communicated knowledge and formal knowledge transformations.

In addition, Exmo also considers a more specific use of semantic web technologies in semantic peer-to-peer systems, social semantic networks and ambient intelligence (see § 6.2). In short, we would like to bring the semantic web to everyone’s pocket. Semantic peer-to-peer systems are made of a distributed network of independent peers which share local resources annotated semantically and locally. This means that each peer can use its own ontology for annotating resources and these ontologies have to be confronted before peers can communicate. In social semantic networks, relationships between people are inferred from relationships between knowledge they use. In ambient intelligence, applications have to reconcile device and sensor descriptions provided by independent sources.
4. Application Domains

4.1. Introduction

We currently focus on two application domains: knowledge representation in agronomy, more precisely applied to the quality in agri-food chains, and metadata management, in particular for bibliographic metadata. The application to agronomy has been initiated recently in our group. The choice of this application domain is motivated both by the local context of GraphIK (UMR IATE) and by its adequation to our research themes. Indeed, the agri-food domain seems to be particularly well-adapted to artificial intelligence techniques: there are no mathematical models available to solve the problems related to the quality of agrifood chains, which need to be stated at a more conceptual level; solving these problems requires an integrated approach taking into account expert knowledge, which is typically symbolic, as well as numeric data, vague or uncertain information, multi-granularity knowledge, multiple and potentially conflicting viewpoints and actors.

The second area, metadata management, is not strictly speaking an application domain, but rather a cross-cutting axis. Indeed, metadata can be used to describe data in various areas (including for instance scientific publications in agronomy). We have a long experience in this domain, and we currently focus on bibliographic metadata.

4.2. Agronomy

Quality control within agri-food chains, but also non-food chains relies on numerous criteria (environmental, economical, functional, sanitary quality, etc.). The objectives of quality are based on several actors. The current structure of chains is questioned as for system perenniality, protection of the environment, cost and energy. In all cases, the following questions have to be taken into account:

1. the actors’ viewpoints are divergent, hence it is necessary to define reasoning mechanisms able to model and take into account the balance between viewpoints, and the risks and benefits they imply;
2. the successive steps involved in a chain, impacting the quality of end products, have limiting factors.
   Their improvement is a complex objective that has no simple solution;
3. data from literature are dispersed and scattered, which makes their use difficult.

These questions highlight the need for an integrated approach of agri-food chains, respectively with symbolic reasoning mechanisms, reverse engineering methods, and knowledge organization and modelling.

Our general objective is the conception of a decision support tool for the actors of an agri-food chain, in presence of contradictory viewpoints and priorities, including the concepts of gravity and certainty of a risk or a benefit. The first step is to build a knowledge-based system able to represent the different kinds of knowledge needed, and provided with consistency checking, querying and symbolic simulation mechanisms, which will allow to refine and validate the modelling.

Our results in 6.2, 6.3 and 6.4 can be seen as theoretical requirements towards this objective.

4.3. Bibliographic Metadata

Semantic metadata, in particular semantic annotations for multimedia documents, are at the core of the applications we are working on since several years. In the applications we developed in the previous years, mainly with INA (National Institute of Audiovisual) and FMSH (Fondation Maison des Sciences de l’Homme), we have built tools aimed at helping the manual construction of semantic annotations. In these projects, manual construction was unavoidable because semantically rich annotations, not obtainable by automatic processes, had to be built. In our current project with ABES (National Bibliographic Agency for
Universities), the semantic metadata considered consists of information present in bibliographic databases and authority notices (which respectively describe documents and so-called authorities, such as authors typically). The challenge is not to build these metadata, which have been built by human specialists and already exist, but, for instance, to check their validity, to link or to merge different metadata bases.

Although not dedicated to metadata management, our formal graph-based framework allows to represent modular ontologies and rules, as well as semantic metadata and to reason with them (cf. for instance ontological query answering in 6.2). This framework is implemented in our software Cogui. Cogui provides several constructs (patterns, controlled interfaces, ...) to help the annotation process. One of our basic aim is now to develop and implement tools for managing and controlling semantic metadata bases (see 6.5 and 7.1).
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4.1. Application Domains

The typical IT projects to which our technologies contribute aim at efficient and flexible management of complex digital information. The form and nature of the data often varies: Web pages, Office or PDF documents, XML structured data (sometimes obtained through Web service gateways), thesauri, ontologies etc. From such heterogeneous, complex resources, interested parties aim at building storage and processing tools, enabling the efficient storage, classification, annotation, enrichment, and fine-grained search on such data. Sample real-life applications that we have already worked on in this setting are:

- Archiving filtered content from online information sources (journals, blogs, ...) with the purpose of recording their perspective on facts involving specific countries, key political actors etc. (EADS data gathering for intelligence purposes, also an application from the WebContent project)
- Building an XML data warehouse out of public e-mails exchanged in a technical standardization body (in our particular case, the W3C) in order to enable a fine-grained social network analysis to determine key players, opinion leaders etc.
- Building a complete processing chain for digital documents from the medical domain. The process may start with the digitization and text extraction from scanned documents (we does not work in this area), then continues with extraction of named entities, document annotation based on existing domain ontologies, mapping of documents to a central domain ontology, reasoning across scattered data sources for query answering, storing, indexing, and distributing the data (and query results) across distributed players.
- Data produced and made public by numerous public administration offices (in France, Europe, and the world) opens many perspectives for integrating, analyzing, and combining data sources into added-value information sources. Time is also an essential dimension here; so is data matching and reconciliation, since the same entity may be referenced from many different viewpoints and reconciliation is needed when joining data sources. Users of such applications could be public administration analyzing the impact of its policies, social scientists and journalists which already work on the data (but gather it with much difficulty) etc. This applications is gathered from our collaboration with the DataPublica start-up.

Interesting areas of content management, which we do not address, are: audio and video data, natural language processing, data mining, access control and privacy. We collaborate up with other groups specialized in these topics.
MAIA Project-Team (section vide)
4. Application Domains

4.1. Context

XML transformations are basic to data integration: HTML to XML transformations are useful for information extraction from the Web; XML to XML transformations are useful for data exchange between Web services or between peers or between databases. Doan and Halevy [32] survey novel integration tasks that appear with the Semantic Web and the usage of ontologies. Therefore, the semi-automatic generation of XML transformations is a challenge in the database community and in the semantic Web community.

Also, XML transformations are useful for document processing. For instance, there is need of designing transformations from documents organized w.r.t visual format (HTML, DOC, PDF) into documents organized w.r.t. semantic format (XML according to a DTD or a schema). The semi-automatic design of such transformations is obviously a very challenging objective.

Furthermore, quite some activities of Mostrare concern efficient evaluation of XPath queries on XML documents and XML streams. XPath is fundamental to all XML standards, in particular to XQuery, XSLT, and XProc.
4. Application Domains

4.1. Life Sciences


Glossary

Knowledge discovery in life sciences is a process for extracting knowledge units from large biological databases, e.g. collection of genes.

One major application domain which is currently investigated by Orpailleur team is related to life sciences, with particular emphasis on biology, medicine, and chemistry. The understanding of biological systems provides complex problems for computer scientists, and, when they exist, solutions bring new research ideas for biologists and for computer scientists as well. Accordingly, the Orpailleur team includes biologists, chemists, and a physician, making Orpailleur a very original EPI at INRIA.

Knowledge discovery is gaining more and more interest and importance in life sciences for mining either homogeneous databases such as protein sequences and structures, or heterogeneous databases for discovering interactions between genes and environment, or between genetic and phenotypic data, especially for public health and pharmacogenomics domains. The latter case appears to be one main challenge in knowledge discovery in biology and involves knowledge discovery from complex data and thus KDDK. The interactions between researchers in biology and researchers in computer science improve not only knowledge about systems in biology, chemistry, and medicine, but knowledge about computer science as well. Solving problems for biologists using KDDK methods involves the design of specific modules that, in turn, leads to adaptations of the KDDK process, especially in the preparation of data and in the interpretation of the extracted units.

4.2. Knowledge Management in Medicine

Participants: Julien Cojan, Nicolas Jay, Jean Lieber, Thomas Meilender, Amedeo Napoli.

The Kasimir research project holds on decision support and knowledge management for the treatment of cancer [97]. This is a multidisciplinary research project in which participate researchers in computer science (Orpailleur), experts in oncology (“Centre Alexis Vautrin” in Vandœuvre-lès-Nancy), Oncolor (a healthcare network in Lorraine involved in oncology), and A2Zi (a company working in Web technologies and involved in several projects in the medical informatics domain, http://www.a2zi.fr/). For a given cancer localization, a treatment is based on a protocol similar to a medical guideline, and is built according to evidence-based medicine principles. For most of the cases (about 70%), a straightforward application of the protocol is sufficient and provides a solution, i.e. a treatment, that can be directly reused. A case out of the 30% remaining cases is “out of the protocol”, meaning that either the protocol does not provide a treatment for this case, or the proposed solution raises difficulties, e.g. contraindication, treatment impossibility, etc. For a case “out of the protocol”, oncologists try to adapt the protocol. Actually, considering the complex case of breast cancer, oncologists discuss such a case during the so-called “breast cancer therapeutic decision meetings”; including experts of all specialties in breast oncology, e.g. chemotherapy, radiotherapy, and surgery.

The semantic Web technologies have been used and adapted in the Kasimir project for several years. Currently, technologies of the semantic Wikis are adapted for the management of decision protocols [66] More precisely, the migration from the static HTML site of Oncolor to a semantic wiki (with limited editing rights and unlimited reading rights) is about to be finished. This has consequences on the editorial chain of the published protocols which is more collaborative. A decision tree editor that has been integrated into the wiki and that has an export facility to formalized protocols in OWL DL has also been developed [67].
4.3. Cooking


The origin of the Taaable project is the Computer Cooking Contest (CCC). A contestant of the CCC is a system that answers queries of recipes, using a recipe base; if no recipe exactly matches the query, then the system adapts another recipe. Taaable is a case-based reasoning system that uses various technologies used and developed in the Orpailleur team, such as technologies of the semantic web, knowledge discovery techniques, knowledge representation and reasoning techniques, etc. From a research viewpoint it enables to test the scientific results on an application domain that is at the same time simple to understand and raising complex issues, and to study the complementarity of various research domains. Taaable has been at the origin of the project Kolflow of the ANR CONTINT program, whose application domain is WikiTaaable, the semantic wiki of Taaable. It is also used for other projects under submission.
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4.1. Application Domains

Our work addresses varied application domains. Typically, data management techniques on chip are required each time data-driven applications have to be embedded in ultra-light computing devices. This situation occurs for example in healthcare applications where medical folders are embedded into smart tokens (e.g., smart cards, secured USB keys), in telephony applications where personal data (address book, agenda, etc.) is embedded into cellular phones, in sensor networks where sensors log row measurements and perform local computation on them, in smart-home applications where a collection of smart appliances gather information about the occupants to provide them a personalized service, and more generally in most applications related to ambient intelligence.

Safeguarding data confidentiality has become a primary concern for citizens, administrations and companies, broadening the application domains of our work on access control policies definition and enforcement. The threat on data confidentiality is manifold: external and internal attacks on the data at rest, on the data on transit, on the data hosted in untrusted environments (e.g., Database Service Providers, Web-hosting companies) and subject to illegal usage, insidious gathering of personal data in an ambient intelligence surrounding. Hence, new access control models and security mechanisms are required to accurately declare and safely control who is granted access to which data and for which purpose.

While the application domain mentioned above is rather large, one application is today more specifically targeted by the SMIS project. This application deals with privacy preservation in EHR (Electronic Health Record) systems. Several countries (including France) launched recently ambitious EHR programs where medical folders will be centralized and potentially hosted by private Database Service Providers. Centralization and hosting increase the risk of privacy violation. In 2007, we launched two projects (PlugDB and DMSP) tackling precisely this issue, with the final objective to experiment our technologies in the field. In 2011, we launched a new project (KISS) capitalizing on the previous ones and extending their scope towards the protection of any personal data delivered to individuals in an electronic form.
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4.1. Application Domains

Broadly speaking, the main application domain of our research is the web and its numerous applications. This includes the recent evolutions of the web, with a special attention paid to the mobile web, the multimedia web, and the web as a platform for applications. The goal of our research is to enable new multimedia applications that can be deployed easily on the web, taking advantage of the existing infrastructure and the web technology.

Work on XML processing is related to one of the foundations of web architecture, i.e. resource representation. As such, it applies to a large part of web technology, be it used on the web or in other settings. At the moment, it has strong connections with research in other areas of computer science such as databases and programming languages, where XML structures play an increasingly important role.

A highly challenging area for experimenting multimedia models and tools is the access to large audiovisual collections. The use of discrete information (text, images, graphics) tightly synchronized with continuous contents (audio, video) is the main way to develop new applications for exploiting the cultural heritage stored in radio and TV archives.

For our work on augmented environments, the application domain we address currently are pedestrian navigation and AR (Augmented Reality) information systems. A pedestrian navigation system has to cope with many cooperating tasks referring to different levels of precision, from micro-navigation to global navigation, including macro-navigation.

Micro-navigation builds upon embedded software ability to create a greater awareness of the immediate environment, using texture-based tracking or vision algorithms and relating this information to map and IMU (Inertial Measurement Units) data. Micro-navigation includes avoiding obstacles, locating a clear path in the proximate surroundings or at a complex crossing, finding objects and providing absolute positioning using known landmarks or beacons. Micro-navigation works at a precision level of a few centimeters by using predefined landmarks.

Macro-navigation refers to the actions required to find a way in a larger, not immediately perceptible environment, and builds upon carefully designed pedestrian-ways incorporating speech instructions, audio guidance, environmental queries and IMU instructions among other things. Macro-navigation works at a precision level of one step using carefully designed routes with map-matching instructions.

There is a duality relation between micro-navigation and macro-navigation. Micro-navigation is based on a localization system giving an absolute position which allows to compute a relative position with respect to the planned route. Macro-navigation is based on a localization system giving a relative position which allows to compute an absolute position on the route through a map-matching process. As a consequence, these two kinds of navigation complement and enhance each other.

Global navigation is based on an absolute global localization system like the GPS. Its precision is that of a few meters if used in a adequate geographical environment where data from external sensors are accessible. It can be used to bootstrap macro-navigation through remote sight guidance for example.

MMG navigation, i.e. the join use of micro, macro and global navigation, allows to build richer and more precise AR mobile applications in such fields as cultural heritage visits, outdoor games and visually impaired people guidance.
ZENITH Team

4. Application Domains

4.1. Application Domains

The application domains covered by Zenith are very wide and diverse, as they concern data-intensive scientific applications, i.e. most scientific applications. Since the interaction with scientists is crucial to identify and tackle data management problems, we are dealing primarily with application domains for which Montpellier has an excellent track record, i.e. agronomy, environmental science, life science, with scientific partners like INRA, CIRAD and CEMAGREF. However, we are also addressing other scientific domains (e.g. astronomy, oil extraction) through our international collaborations (e.g. in Brazil).

Let us briefly illustrate three representative examples of scientific applications on which we have been working on.

- **Pesticide reduction.** In a pesticide reduction application, with CEMAGREF, we plan to work on sensor data for plant monitoring. Sensors are used to observe the development of diseases and insect attacks in the agricultural farms, aiming at using pesticides only when necessary. The sensors periodically send to a central system their data about different measures such as plants contamination, temperature or moisture level. A decision support system analyzes the sent data, and triggers a pesticide treatment only when needed. However, the data sent by sensors are not entirely certain. The main reasons for uncertainty are the effect of climate events on sensors, e.g. rain, unreliability of the data transmission media, fault in sensors, etc. This requires to deal with uncertain data in modeling and querying to be used for data analysis and data mining.

- **Botanical data sharing.** Botanical data is highly decentralized and heterogeneous. Each actor has its own expertise domain, hosts its own data, and describes them in a specific format. Furthermore, botanical data is complex. A single plant’s observation might include many structured and unstructured tags, several images of different organs, some empirical measurements and a few other contextual data (time, location, author, etc.). A noticeable consequence is that simply identifying plant species is often a very difficult task; even for the botanists themselves (the so-called taxonomic gap). Botanical data sharing should thus speed up the integration of raw observation data, while providing users an easy and efficient access to integrated data. This requires to deal with social-based data integration and sharing, massive data analysis and scalable content-based information retrieval. We address this application in the context of the French initiative Pl@ntNet, with CIRAD and IRD.

- **Deepwater oil exploitation.** An important step in oil exploitation is pumping oil from ultra-deepwater from thousand meters up to the surface through long tubular structures, called risers. Maintaining and repairing risers under deep water is difficult, costly and critical for the environment. Thus, scientists must predict risers fatigue based on complex scientific models and observed data for the risers. Risers fatigue analysis requires a complex workflow of data-intensive activities which may take a very long time to compute. A typical workflow takes as input files containing riser information, such as finite element meshes, winds, waves and sea currents, and produces result analysis files to be further studied by the scientists. It can have thousands of input and output files and tens of activities (e.g. dynamic analysis of risers movements, tension analysis, etc.). Some activities, e.g. dynamic analysis, are repeated for many different input files, and depending on the mesh refinements, each single execution may take hours to complete. To speed up risers fatigue analysis requires parallelizing workflow execution, which is hard to do with existing SWfMS. We address this application in collaboration with UFRJ, and Petrobras.

These three application examples illustrate the diversity of requirements and issues which we are addressing with our scientific application partners (CIRAD, INRA, CEMAGREF, . . . ). To further validate our solutions and extend the scope of our results, we also want to foster industrial collaborations, even in non scientific applications, provided that they exhibit similar challenges.
AROBAS Project-Team

4. Application Domains

4.1. Panorama

Advanced robotics offers a wide spectrum of application possibilities entailing the use of mechanical systems endowed, to some extent, with capacities of autonomy and capable of operating in automatic mode: intervention in hostile environments, long range exploration, automatic driving, observation and surveillance by aerial robots,... without forgetting emerging and rapidly expanding applications in the domains of robotic domestic appliances, toys, and medicine (surgery, assistance to handicapped persons, artificial limbs,...). A characteristics of these emerging applications is that the robots assist, rather than compete with, human beings. Complementarity is the central concept. The robot helps the operator in taking decisions or extending his physical capacities. The recent explosion of applications and new scientific horizons is a tangible sign that Robotics, at the crossway of many disciplines, will play a ubiquitous role in the future of Science and Technology.

We are currently involved in a certain number of applications, a list of which follows. Our participation in these applications is limited to the transfer of methods and algorithms. Implementation and validation are left to our partners.

- **Ground robotics** : Since 1995, INRIA has been promoting research in the field of the intelligent transport systems. Our activity concern the domain of future transportation systems, with a participation in the national Predit Project MOBIVIP. In this project, we address autonomous and semi-autonomous navigation (assistance to driving) of city cars by using information data provided by visual or telemetric sensors. This is closely related to the problems of localization in an urban environment, path planning and following, subjected to stringent safety constraints (detection of pedestrians and obstacles) within large and evolutive structured environments. The ANR TOSA project CITYVIP beginning in 2008 follows the Predit project MOBIVIP, which ended in 2006.

Finally, since 2004 we have participated in two projects conducted by the DGA (French Defense) in the field of military robotics. PEA MINIROC is a typical SLAM problem based on sensory data fusion, complemented with control/navigation issues. It addresses on-line indoor environment exploration, modeling and localization issues with a mobile robot platform equipped with multiple sensors (laser range-finder, omnidirectional vision, inertial gyrometer, odometry). As a follow-up to the project PEA MINIROC, the project RAPID CANARI aims at extending robustness of indoor SLAM by merging visual and range sensors. On the other hand, PEA TAROT addresses autonomy issues for military outdoor robots. Our contribution focuses on the transfer and adaptation of our results in real time visual-tracking for platooning applications to operational conditions.

- **Aerial robotics** has grown in importance for us these last few years. Collaborations with the Robotics and Vision Group at CenPRA in Campinas (Brazil) and the Mechanical Engineering Group at IST in Lisboa (Portugal) are pursued towards the development of an unmanned airship for civilian observation and survey missions. Potential end-user applications for such vehicles are either civilian (environmental monitoring, surveillance of rural or urban areas, rescue deployment after natural disasters...) or military (observation or tactical support...). The experimental setup AURORA (Autonomous Unmanned Remote Monitoring Robotic Airship) consists of a 9 meters long airship instrumented with a large set of sensors (GPS, Inertial Navigation System, vision,...) located in Campinas. Vision-based navigation algorithms are also studied in the FP6 STREP EUROPEAN PROJECT PEGASE, led by Dassault, which is devoted to the development of embarked systems for autonomous take-off and landing when dedicated airport equipments are not available.
Aerial vehicles with vertical take-off and maneuvering capabilities (VTOLs, blimps) also involve
difficult control problems. These vehicles are underactuated and locally controllable. Some of them
are critical systems in the sense of the non-controllability of their linearized equations of motion,
even under the action of gravity (like blimps in the horizontal plane), whereas others are not due
to this action (like VTOLs). Our objective is to propose control strategies well suited to these
systems for different stabilization objectives (like e.g. teleoperation or fully autonomous modes)
[5]. For example, a question of interest to us is to determine whether the application of control
laws derived with the transverse function approach is pertinent and useful for these systems. The
main difficulties associated with this research are related to practical constraints. In particular, strong
external perturbations, like wind gusts, constitute a major issue for the control of these systems.
Another issue is the difficulty to estimate precisely the situation of the system, due to limitations
on the information that can be obtained from the sensors (e.g. in term of precision of the measures,
or of frequency of the data acquisition). We have addressed these issues in two projects. The first
one is the ANR project SCUAV (Sensory Control of Unmanned Aerial Vehicles) involving several
academic research teams and the French company BERTIN TECHNOLOGIES. The second one is
the Eco-Industrie project RAPACE which involves several industrial and academic partners and is
managed by the French company GEOCEAN.
4. Application Domains

4.1. Application Domains

While the methods developed in the project can be used for a very broad set of application domains (for example we have an activity in CO2 emission allowances), it is clear that the size of the project does not allow us to address all of them. Hence we have decided to focus our applicative activities on mechanism theory, where we focus on optimal design and geometrical modeling of mechanisms. Along the same line our focus is robotics and especially service robotics which includes rescue robotics, rehabilitation and assistive robots for elderly and handicapped people (sections 6.1.5). Although these topics are new for us, they will constitute the major research axis of the project on the long term. A direct consequence may be a reduction in our publication activity as these domains require to establish a strong collaboration with various experts (end-users, practitioners, institutes) and a strong experimental involvement.
E-MOTION Project-Team

3. Application Domains

3.1. Introduction

The main applications of our research are those aiming at introducing advanced and secured robotized systems into human environments. In this context, we are focusing onto the following application domains: Future cars and transportation systems, Service and Human assistance robotics, and Potential spin-offs in some other application domains.

3.2. Future cars and transportation systems

Thanks to the introduction of new sensor and ICT technologies in cars and in mass transportation systems, and also to the pressure of economical and security requirements of our modern society, this application domain is quickly changing. Various technologies are currently developed by both research and industrial laboratories. These technologies are progressively arriving at maturity, as it is witnessed by the results of large scale experiments and challenges (e.g. Darpa Urban Challenge 2007) and by the fast development of ambitious projects such as the Google’s car project. Moreover, the legal issue starts to be addressed (see for instance the recent law in Nevada authorizing autonomous vehicles on roads).

In this context, we are interested in the development of ADAS\textsuperscript{1} systems aimed at improving comfort and safety of the cars users (e.g. ACC, emergency braking, danger warnings ...), and of Fully Autonomous Driving functions for controlling the displacements of private or public vehicles in some particular driving situations and/or in some equipped areas (e.g. automated car parks or captive fleets in downtown centers or private sites).

3.3. Service, intervention, and human assistance robotics

This application domain is currently quickly emerging, and more and more industrials companies (e.g. IS-Robotics, Samsung, LG ...) are now commercializing service and intervention robotics products such as vacuum cleaner robots, drones for civil or military applications, entertainment robots ...). One of the main challenges is to propose robots which are sufficiently robust and autonomous, easily usable by non-specialists, and marked at a reasonable cost. A more recent challenge for the coming decade is to develop robotized systems for assisting elderly and/or disabled people. We are strongly involved in the development of such technologies, which are clearly tightly connected to our research work on robots in human environments.

3.4. Potential spin-offs in some other application domains

Our Bayesian Programming tools (including the functions for decision making under uncertainty) are also impacting a large spectrum of application domains such as autonomous systems, surveillance systems, preventive maintenance for large industrial plants, fraud detection, video games, etc. These application domains are covered by our start-up Probayes.

\textsuperscript{1}Advanced Driver Assistance Systems
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4.1. Application Domains

- **Personal robotics.** Many indicators show that the arrival of personal robots in homes and everyday life will be a major fact of the 21st century. These robots will range from purely entertainment or educative applications to social companions that many argue will be of crucial help in our aging society. For example, UNECE evaluates that the industry of entertainment, personal and service robotics will grow from $5.4Bn to $17.1Bn over 2008-2010. Yet, to realize this vision, important obstacles need to be overcome: these robots will have to evolve in unpredictable homes and learn new skills while interacting with non-engineer humans after they left factories, which is out of reach of current technology. In this context, the refoundation of intelligent systems that developmental robotics is exploring opens potentially novel horizons to solve these problems.

- **Video games.** In conjunction with entertainment robotics, a new kind of video games are developing in which the player must either take care of a digital creature (e.g. Neopets), or tame it (e.g. Nintendogs), or raise/accompany them (e.g. Sims). The challenges entailed by programming these creatures share many features with programming personal/entertainment robots. Hence, the video game industry is also a natural field of application for FLOWERS.

- **Environment perception in intelligent vehicles.** When working in simulated traffic environments, elements of FLOWERS research can be applied to the autonomous acquisition of increasingly abstract representations of both traffic objects and traffic scenes. In particular, the object classes of vehicles and pedestrians are of interest when considering detection tasks in safety systems, as well as scene categories (“scene context”) that have a strong impact on the occurrence of these object classes. As already indicated by several investigations in the field, results from present-day simulation technology can be transferred to the real world with little impact on performance. Therefore, applications of FLOWERS research that is suitably verified by real-world benchmarks has direct applicability in safety-system products for intelligent vehicles.
4. Application Domains

4.1. Introduction

While the preceding section focused on methodology, in connection with automated guided vehicles, it should be stressed that the evolution of the problems which we deal with remains often guided by the technological developments. We enumerate three fields of application, whose relative importance varies with time and who have strong mutual dependencies: driving assistance, cars available in self-service mode and fully automated vehicles (cybercars).

4.2. Driving assistance

Several techniques will soon help drivers. One of the first immediate goal is to improve security by alerting the driver when some potentially dangerous or dangerous situations arise, i.e. collision warning systems or lane tracking could help a bus driver and surrounding vehicle drivers to more efficiently operate their vehicles. Human factors issues could be addressed to control the driver workload based on additional information processing requirements.

Another issue is to optimize individual journeys. This means developing software for calculating optimal (for the user or for the community) path. Nowadays, path planning software is based on a static view of the traffic: efforts have to be done to take the dynamic component in account.

4.3. New transportation systems

The problems related to the abusive use of the individual car in large cities led the populations and the political leaders to support the development of public transport. A demand exists for a transport of people and goods which associates quality of service, environmental protection and access to the greatest number. Thus the tram and the light subways of VAL type recently introduced into several cities in France conquered the populations, in spite of high financial costs.

However, these means of mass transportation are only possible on lines on which there is a keen demand. As soon as one moves away from these “lines of desire” or when one deviates from the rush hours, these modes become expensive and offer can thus only be limited in space and time.

To give a more flexible offer, it is necessary to plan more individual modes which approach the car as we know it. However, if one wants to enjoy the benefits of the individual car without suffering from their disadvantages, it is necessary to try to match several criteria: availability anywhere and anytime to all, lower air and soils pollution as well as sound levels, reduced ground space occupation, security, low cost.

Electric or gas vehicles available in self-service as in the Praxitèle system bring a first response to these criteria. To be able to still better meet the needs, it is however necessary to re-examine the design of the vehicles on the following points:

- ease empty car moves to better distribute them;
- better use of information systems inboard and on ground;
- better integrate this system in the global transportation system.

These systems are now operating (i.e. in La Rochelle). The challenge is to bring them to an industrial phase by transferring technologies to these still experimental projects.
4.4. Cybercars

The long term effort of the project is to put automatically guided vehicles (cybercars) on the road. It seems too early to mix cybercars and traditional vehicles, but data processing and automation now make it possible to consider in the relatively short term the development of such vehicles and the adapted infrastructures. IMARA aims at using these technologies on experimental platforms (vehicles and infrastructures) to accelerate the technology transfer and to innovate in this field.

Other applications can be precision docking systems that will allow buses to be automatically maneuvered into a loading zone or maintenance area, allowing easier access for passengers, or more efficient maintenance operations. Transit operating costs will also be reduced through decreased maintenance costs and less damage to the breaking and steering systems.

Regarding technical topics, several aspects of Cybercars have been developed at IMARA this year. First, we have stabilized a generic Cycab architecture involving INRIA Syndex tool and CAN communications. The critical part of the vehicle is using a real time Syndex application controlling the actuators via two Motorola’s MPC555. Today, we have decided to migrate to the new dsPIC architecture for more efficiency and ease of use.

This application has a second feature, it can receive commands from an external source (Asynchronously this time) on a second CAN bus. This external source can be a PC or a dedicated CPU, we call it high level. To work on the high level, in the past years we have been developing a R&D framework called (Taxi) which used to take control of the vehicle (Cycab and Yamaha) and process data such as gyro, GPS, cameras, wireless communications and so on. Today, in order to rely on a professional and maintained solution, we have chosen to migrate to the RT-MAPS SDK development platform. Thanks to RT-MAPS we’ve been able to do all the demonstrations on our cybercars: cycabs, Yamaha AGV and new Cybus platforms. These demonstrations include: reliable SLAMMOT algorithm using 2 to 4 laser sensors simultaneously, automatic line/road following techniques, PDA remote control, multi sensors data fusion, collaborative perception via ad-hoc network.

The second main topic is inter-vehicle communications using ad-hoc networks. We have worked with the HIPERCOM team for setting and tuning OLSR, a dynamic routing protocol for vehicles communications (see Section 3.5). Our goal is to develop a vehicle dedicated communication software suite, running on a specialised hardware. It can be linked also with the Taxi Framework for getting data such GPS information’s to help the routing algorithm.
LAGADIC Project-Team

4. Application Domains

4.1. Panorama

The natural applications of our research are obviously in robotics. In the past, we mainly worked in the following fields:

- grasping and manipulating tools in hostile environments such as nuclear environment typically;
- underwater robotics for the stabilization of images and the positioning of uninstrumented robot arm;
- agro-industry for the positioning of a vision sensor in order to ensure an improvement of the quality controls of agro-alimentary products; and
- video surveillance by the control of the movements of a pan-tilt camera to track mobile natural objects.

More recently, we addressed the field of mobile robotics through activities around the Cycab vehicle (see Section 5.4): detection and tracking of mobile objects (pedestrians, other vehicles), control by visual servoing of the movements of the vehicle.

In fact, researches undertaken in the Lagadic group can apply to all the fields of robotics implying a vision sensor. They are indeed conceived to be independent of the system considered (and the robot and the vision sensor can even be virtual for some applications).

Currently, we are interested in using visual servoing for robot arms in space, micromanipulation, autonomous vehicle navigation in large urban environments, and underactuated flying robots such as miniature helicopters and aircrafts.

We also address the field of medical robotics. The applications we consider turn around new functionalities of assistance to the clinician during a medical examination: visual servoing on echographic images, active perception for the optimal generation of 3D echographic images, compensation of organ motions, etc.

Robotics is not the only possible application field to our researches. In the past, we were interested in applying visual servoing in computer animation, either for controlling the motions of virtual humanoids according to their pseudo-perception, or for controlling the point of view of visual restitution of an animation. In both cases, potential applications are in the field of virtual reality, for example for the realization of video games, or virtual cinematography.

Applications also exist in computer vision and augmented reality. It is then a question of carrying out a virtual visual servoing for the 3D localization of a tool with respect to the vision sensor, or for the estimation of its 3D motion. This field of application is very promising, because it is in full rise for the realization of special effects in the multi-media field or for the design and the inspection of objects manufactured in the industrial world.

Lastly, our work in visual servoing and active perception could be related with those carried out in cognitive science, in particular in the field of psychovision (for example on the study of eye motion in the animal and human visual system, on the study of the representation of perception, or on the study of the links between action and perception).
4. Application Domains

4.1. Denoising and deconvolution

These are perhaps the most basic of the applications with which Ariana is concerned, and two of the most studied problems in image processing. Yet progress can still be made in these problems by improving the prior image models used, for example, by using hidden Markov trees of complex wavelets or by decomposing the image into several components. Ariana is also interested in blind deconvolution.

![Figure 1](image1.png)

Figure 1. Left: denoising; middle: a degraded (blurred and noisy) image; right: its restoration.

4.2. Segmentation and classification

Many applications call for the image domain to be split into pieces, each piece corresponding to some entity in the scene, for example, forest or urban area, and in many cases for these pieces to be assigned the appropriate label. These problems too are long-studied, but there is much progress to be made, in particular in the use of prior geometric information.

![Figure 2](image2.png)

Figure 2. Left: a satellite image; right: its classification.
4.3. Extraction of structures

As the resolution of remote sensing imagery increases, so the full complexity of the scene comes to the fore. What was once a texture is now revealed to be, for example, an arrangement of individual houses, a road network, or a number of separate trees. Many new applications are created by the availability of this data, but efficient harvesting of the information requires new techniques.

![Figure 3. Left: road network extraction; right: tree extraction.](image)

4.4. 3D modelling

Earth observation and cartography is not solely concerned with 2D images. One important problem is the construction of 3D digital elevation models (DEMs) from high-resolution stereo images produced by satellites or aerial surveys. Synthetic aperture radar (SAR) imagery also carries elevation information, and allows the production of more accurate DEMs thanks to interferometry techniques, for example.

![Figure 4. Left: DEM; right: interferometry.](image)

4.5. Information mining and database retrieval

Every day, vast quantities of data are accumulated in remote sensing data repositories, and intelligent access to this data is becoming increasingly problematic. Recently, the problem of retrieval from large unstructured remote sensing image databases has begun to be studied within the project.
Figure 5. Image registration for the evaluation of retrieval systems. Left: mosaicked aerial image data; right: registered ground truth classification.
4. Application Domains

4.1. Application Domains

- **Security applications** Examples: Identify faces or digital fingerprints (biometry). Biometry is an interesting specific application for both a theoretical and an application (recognition, supervision, ...) point of view. Two PhDs were defended on themes related to biometry. Our team also worked with a database of images of stolen objects and a database of images after a search (for fighting pedophilia).

- **Audio-visual applications** Examples: Look for a specific shot in a movie, documentary or TV news, present a video summary. Help archivists to annotate the contents. Detect copies of a given material in a TV stream or on the web. Our team has a collaboration with INA (French TV archives), IRT (German broadcasters) and press agencies AFP and Belga in the context of an European project. Text annotation is still very important in such applications, so that cross-media access is crucial.

- **Scientific applications** Examples: environmental images databases: fauna and flora; satellite images databases: ground typology; medical images databases: find images of a pathological character for educational or investigation purposes. We have an ongoing project on multimedia access to biodiversity collections for species identifications.

- **Culture, art and design** IMEDIA has been contacted by the French ministry of culture and by museums for their image archives. Finding a specific texture for the textile industry, illustrating an advertisement by an appropriate picture. IMEDIA is working with a picture library that provides images for advertising agencies. IMEDIA has been involved in TRENDS European project dedicated to provide designers (CRF Fiat, Stile Bertone) with advanced content selection and visualisation tools.
4. Application Domains

4.1. Application Domains

A solution to the general problem of visual recognition and scene understanding will enable a wide variety of applications in areas including human-computer interaction, retrieval and data mining, medical and scientific image analysis, manufacturing, transportation, personal and industrial robotics, and surveillance and security. With the ever expanding array of image and video sources, visual recognition technology is likely to become an integral part of many information systems. A complete solution to the recognition problem is unlikely in the near future, but partial solutions in these areas enable many applications. LEAR’s research focuses on developing basic methods and general purpose solutions rather than on a specific application area. Nevertheless, we have applied our methods in several different contexts.

**Semantic-level image and video access.** This is an area with considerable potential for future expansion owing to the huge amount of visual data that is archived. Besides the many commercial image and video archives, it has been estimated that as much as 96% of the new data generated by humanity is in the form of personal videos and images, and there are also applications centering on on-line treatment of images from camera equipped mobile devices (e.g. navigation aids, recognizing and answering queries about a product seen in a store). Technologies such as MPEG-7 provide a framework for this, but they will not become generally useful until the required mark-up can be supplied automatically. The base technology that needs to be developed is efficient, reliable recognition and hyperlinking of semantic-level domain categories (people, particular individuals, scene type, generic classes such as vehicles or types of animals, actions such as football goals, etc). In a collaboration with Xerox Research Center Europe, supported by a CIFRE grant from ANRT, we study cross-modal retrieval of images given text queries, and vice-versa. In the context of the Microsoft-INRIA collaboration we concentrate on retrieval and auto-annotation of videos by combining textual information (scripts accompanying videos) with video descriptors. In the EU FP7 project AXES we will further mature such video annotation techniques, and apply them to large archives in collaboration with partners such as the BBC, Deutsche Welle, and the Netherlands Institute for Sound and Vision.

**Visual (example based) search.** The essential requirement here is robust correspondence between observed images and reference ones, despite large differences in viewpoint or malicious attacks of the images. The reference database is typically large, requiring efficient indexing of visual appearance. Visual search is a key component of many applications. One application is navigation through image and video datasets, which is essential due to the growing number of digital capture devices used by industry and individuals. Another application that currently receives significant attention is copyright protection. Indeed, many images and videos covered by copyright are illegally copied on the Internet, in particular on peer-to-peer networks or on the so-called user-generated content sites such as Flickr, YouTube or DailyMotion. Another type of application is the detection of specific content from images and videos, which can, for example, be used for finding product related information given an image of the product. Transfer of such techniques is the goal of the start-up MilPix, to which our current technologies for image search are licensed. In a collaboration with Technosens we transfer face recognition technology, which they exploit to identify users of a system and adapt the interface to the user.

**Automated object detection.** Many applications require the reliable detection and localization of one or a few object classes. Examples are pedestrian detection for automatic vehicle control, airplane detection for military applications and car detection for traffic control. Object detection has often to be performed in less common imaging modalities such as infrared and under significant processing constraints. The main challenges are the relatively poor image resolution, the small size of the object regions and the changeable appearance of the objects. Our industrial project with MBDA is on detecting objects under such conditions in infrared images.

---

4. Application Domains

4.1. Augmented reality

We have a significant experience in the AR field especially through the European project ARIS (2001–2004) which aimed at developing effective and realistic AR systems for e-commerce and especially for interior design. Beyond this restrictive application field, this project allowed us to develop nearly real time camera tracking methods for multi-planar environments. Since then, we have amplified our research on multi-planar environments in order to obtain effective and robust AR systems in such environments. We currently investigate both automatic and interactive techniques for scene reconstruction/structure from motion methods in order to be able to consider large and unknown environments.

4.2. Medical Imaging

For 15 years, we have been working in close collaboration with University Hospital of Nancy and GE Healthcare in interventional neuroradiology. Our common aim is to develop a multimodality framework to help therapeutic decisions and interventional gestures. In particular, we aim at developing tools allowing the physicians to take advantage of the various existing imaging modalities on the brain in their clinical practice: 2D subtracted angiography (2DSA), 3D rotational angiography (3DRA), fluoroscopy, MRI...Recent works concern the use of AR tools for neuronavigation and the development of simulation tools of the interventional act for training or planning. This last project is developed in collaboration with the EPI Shacra.

4.3. Augmented head

Visual information on a speaker, especially jaws and lips but also tongue position, noticeably improves speech intelligibility. Hence, having a realistic augmented head displaying both external and internal articulators could help language learning technology progress in giving the student a feedback on how to change articulation in order to achieve a correct pronunciation. The long term aim of the project is the acquisition of articulatory data and the design of a 3D+t articulatory model from various image modalities: external articulators are extracted from stereovision data, the tongue shape is acquired through ultrasound imaging, 3D images of all articulators can be obtained with MRI for sustained sounds, magnetic sensors are used to recover the tip of the tongue.
4. Application Domains

4.1. 4D modeling

Modeling shapes that evolve over time, analyzing and interpreting their motion has been a subject of increasing interest of many research communities including the computer vision, the computer graphics and the medical imaging communities. Recent evolutions in acquisition technologies including 3D depth cameras (Time-of-Flight and Kinect), multi-camera systems, marker based motion capture systems, ultrasound and CT scans have made those communities consider capturing the real scene and their dynamics, create 4D spatio-temporal models, analyze and interpret them. A number of applications including dense motion capture, dynamic shape modeling and animation, temporally consistent 3D reconstruction, motion analyzes and interpretation have therefore emerged.

4.2. Shape Analysis

Most existing shape analysis tools are local, in the sense that they give local insight about an object’s geometry or purpose. The use of both geometry and motion cues makes it possible to recover more global information, in order to get extensive knowledge about a shape. For instance, motion can help to decompose a 3D model of a character into semantically significant parts, such as legs, arms, torso and head. Possible applications of such high-level shape understanding include accurate feature computation, comparison between models to detect defects or medical pathologies, and the design of new biometric models or new anthropometric datasets.

4.3. Human Motion Analysis

The recovery of dense motion information enables the combined analyses of shapes and their motions. Typical examples include the estimation of mean shapes given a set of 3D models or the identification of abnormal deformations of a shape given its typical evolutions. The interest arises in several application domains where temporal surface deformations need to be captured and analysed. It includes human body analyses for which potential applications are anyway numerous and important, from the identification of pathologies to the design of new prostheses.

4.4. Interaction

The ability to build models of humans in real time allows to develop interactive applications where users interact with virtual worlds. The recent Kinect proposed by Microsoft illustrates this principle with game applications using human inputs perceived with a depth camera. Other examples include gesture interfaces using visual inputs. A challenging issue in this domain is the ability to capture complex scenes in natural environments. Multi-modal visual perception, e.g. depth and color cameras, is one objective in that respect.
4. Application Domains

4.1. 3D modeling, rendering and interaction

3D modeling and image-based rendering are two technologies that, when combined together, produce extremely realistic visual representations of objects, animals, humans, etc. The employment of advanced computer vision techniques for media applications is a dynamic area that will benefit from scientific findings and developments. There is a huge potential in the spheres of TV and film productions, interactive TV, multimedia database retrieval, and so forth.

Vision research provides solutions for real-time recovery of studio models (3D scene, people and their movements, etc.) in realistic conditions compatible with artistic production (several moving people in changing lighting conditions, partial occlusions). In particular, the recognition of people and their motions will offer a whole new range of possibilities for creating dynamic situations and for immersive/interactive interfaces and platforms in TV productions. These new and not yet available technologies involve integration of action and gesture recognition techniques for new forms of interaction between, for example, a TV moderator and virtual characters and objects, two remote groups of people, real and virtual actors, etc.

4.2. Human motion capture and analysis

We are particularly interested in the capture and analysis of human motion, which consists in recovering the motion parameters of the human body and/or human body parts, such as the hand. In the past researchers have concentrated on recovering constrained motions such as human walking and running. We are interested in recovering unconstrained motion. The problem is difficult because of the large number of degrees of freedom, the small size of some body parts, the ambiguity of some motions, the self-occlusions, etc. Human motion capture methods have a wide range of applications: human monitoring, surveillance, gesture/action analysis, motion recognition, computer animation, etc.

4.3. Human-robot interaction (HRI)

Robots have gradually moved from factory floors to populated spaces. There is a need for novel methodologies and associated technologies enabling robots to deal with complex and unstructured environments and to communicate with people in the most natural way. There are many applications that will benefit from HRI, such as human helpers, entertainment robots, rescue robots, etc.
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4. Application Domains

4.1. The Smart Spaces Research Plateforme

Participants: Patrick Reignier, Dominique Vaufreydaz, Remi Barraquand, Augustin Lux, James Crowley, Lukas Rummelhard, Amaury Negre.

Project PRIMA has recently moved to a new Smart Spaces Research Plateforme in order to develop and test components and services for context aware human centered services. The Smart Spaces Research Plateforme is a 50 Square Meter space equipped with a microphone array, wireless lapel microphones, wide angle surveillance cameras, panoramic cameras, steerable cameras, scanning range sensors and two camera-projector video-interaction devices, and a KNX smart electrical system. The microphone array is used as an acoustic sensor to detect, locate and classify acoustic signals for recognizing human activities. The wide-angle and panoramic cameras provide fields of view that cover the entire room, and allows detection and tracking of individuals. Steerable cameras are used to acquire video of activities from any viewing direction.

Context aware human centered services may categorized as tools, advisors, or media. Tool services are designed to perform a specific task or function as robustly as possible. If any adaptation is involved, it should serve to adapt the function to a changing environment. The user interface, and any interaction with users should be perfectly predictable. The degree to which the operation of a tool should be transparent, visible or hidden from the user is an open research question. Advisor services observe the users actions and environment in order to propose information on possible courses of actions. Advisors should be completely obedient and non-disruptive. They should not take initiatives or actions that cannot be overridden or controlled by the user. Media services provide interpersonal communications, entertainment or sensorial extension.

Examples of human centered tool services include:

- An activity log recording system that records the events and activities of an individual’s daily activities.
- A service that integrates control of heating, air-conditioning, lighting, windows, window-shades, exterior awnings, etc to provide an optimum comfort level defined in terms of temperature, humidity, CO2, acoustic noise and ambient light level.
- A service that manages the available stock of supplies in a home and orders supplies over the Internet to assure that the appropriate level of supplies are always available.
- A service to measure the walking rate, step size and posture of an elderly person to estimate health and predict the likelihood of a fall.

Some examples of advisor services include:

- A service that provides shopping advice about where and when to shop.
- A service that can propose possible menus based on the available food stuffs in the kitchen.
- A service that observes the activities of humans and appliances within the home and can suggest ways to reduce the cost of heating, electricity or communications.
- A service that observes lifestyle and can offer advice about improving health.

Some examples of media services include

- A service that maintains a sense of informal non-disruptive presence with distant family members.
- A robot device that communicates affection.
- A device that renders the surface temperature of wall, floors and windows to show energy consumption and loss within a house.
- Services that enable seamless tele-presentation for communication with others.
4.2. Ambient Services for Assisted Living

Participants: Remi Barraquand, Frédéric Devernay, Amaury Negre, James Crowley.

The continued progress in extending life-span, coupled with declining birth rates have resulted in a growing number of elderly people with varying disabilities who are unable to conduct a normal life at home, thereby becoming more and more isolated from society. Governmental agencies including hospitals, healthcare institutions and social care institutions are increasingly overburdened with care of this growing population. Left unchecked, economic and man-power requirements for care of the elderly could well trigger a societal and economic crisis. There is an urgent societal need for technologies and services that allow elderly people to live autonomously in their own environments for longer periods. Smart environments provide a promising new enabling technology for such services.

Adapting smart environments to enhance the autonomy and quality of life for elderly require:

- Robust, plug-and-play sensor technologies monitor the activities and health of elderly in their own home environments.
- Easy to use communications services that allow people to maintain a sense of presence to avoid isolation without disrupting privacy or distracting attention from normal daily activities.
- Architectural frameworks that allow ad hoc composition of services from distributed heterogeneous components scattered throughout the environment.
- Distributed system architectures which allow the cooperation of independent emergency services to work together to provide emergency care,
- Technologies interpret activity to warn of loss of mobility or cognitive function.
- Engineering approaches for the customization/personalization/adaptation of living assistance systems at installation and run time,
- Social, privacy, ethical and legal safeguards for privacy and control of personal data.

4.3. 3-D video processing

Participants: Frédéric Devernay, Matthieu Volat, Sylvain Duchêne, Sergi Pujades-Rocamora.

Stereoscopic cinema has seen a surge of activity in recent years, and for the first time all of the major Hollywood studios released 3-D movies in 2009. This is happening alongside the adoption of 3-D technology for sports broadcasting, and the arrival of 3-D TVs for the home. Two previous attempts to introduce 3-D cinema in the 1950s and the 1980s failed because the contemporary technology was immature and resulted in viewer discomfort. But current technologies — such as accurately-adjustable 3-D camera rigs with onboard computers to automatically inform a camera operator of inappropriate stereoscopic shots, digital processing for post-shooting rectification of the 3-D imagery, digital projectors for accurate positioning of the two stereo projections on the cinema screen, and polarized silver screens to reduce cross-talk between the viewers left- and right-eyes — mean that the viewer experience is at a much higher level of quality than in the past. Even so, creation of stereoscopic cinema is an open, active research area, and there are many challenges from acquisition to post-production to automatic adaptation for different-sized display [35], [36].

Until recently, in order to view stereoscopic 3-D video, the user had to wear special glasses. Recent advances in 3-D displays provide true 3-D viewing experience without glasses. These screens use either a micro-lenticular network or a parallax barrier placed in front of a standard LCD, plasma, or LED display, so that different viewpoints provide different images. If the characteristics of the network and the screen are carefully chosen, the user will perceive two different images from the viewpoints of the left and right eyes. Such glasses-free 3-D screens usually display between 8 and a few dozen different viewpoints.
When the 3-D scene which has to be displayed is computer-generated, it is usually not a problem to generate a few dozen viewpoints. But when a real scene has to be displayed, one would have to shoot it through the same number of synchronized cameras as there are viewpoints in order to display it properly. This makes 3-D shooting of real scenes for glasses-free 3-D displays mostly unpractical. For this reason, we are developing high-quality view-interpolation techniques, so that the many different viewpoints can be generated from only a few camera positions [14].

Our research focuses on algorithms derived from Computer Vision and Computer Graphics, applied to live-action stereoscopic 3-D content production or post-production, including [34]:

- Live monitoring of stereoscopic video: geometric image misalignment, depth budget (i.e. limits on horizontal disparity), left-right color balance, left-right depth-of-field consistency [16].
- Live correction of stereoscopic video: correct the above defects in real-time when it is possible, with the help of GPU-based architectures.
- Adaptation of the stereoscopic content to the display size and distance, to avoid divergence or geometric deformations [14].
- Novel camera setups and algorithms for unconstrained stereoscopic shooting (especially when using long focal length).
- Novel camera setups and algorithms for glasses-free 3D displays.
- Stereoscopic inpainting.
- Stereoscopic match-moving.
- Compositing stereoscopic video and matte painting without green screen.
- Relighting of stereoscopic video, especially when videos are composited.

4.4. Simultaneous localization and mapping (SLAM)

Participants: James Crowley, Frédéric Devernay, Marion Decrouez.

Live processing of a video sequence taken from a single camera enables to model an a priori unknown 3D scene. Metrical SLAM (Simultaneous Localization and Mapping) algorithms track the camera pose while reconstructing a sparse map of the visual features of the 3D environment. Such approaches provide the geometrical foundation for many augmented reality applications in which informations and virtual objects are superimposed on live images captured by a camera. Improving such systems will enable in the future precise industrial applications such as guided-maintenance or guided-assembly in wide installations.

A problem with current methods is the assumption that the environment is static. Indoor environments such as supermarket ailes and factory floors may contain numerous objects that are likely to be moved, disrupting a localization and mapping system. We explore methods for automatic detection and modeling of such objects. We define the scene as a static structure that may contain moving objects and objects are defined as a set of visual features that share a common motion compared to the static structure [19]. Using several explorations of a camera in the same scene, we detect and model moved objects while reconstructing the environment. Experiments highlight the performance of the method in a real case of localization in an unknown indoor environment.

4.5. User localization in large-scale Smart Spaces

Participants: Dominique Vaufreydaz, Yan Hue, Lukas Rummelhard, Amaury Negre.
Ad-hoc assemblies of mobile devices embedding sensing, display, computing, communications, and interaction provide an enabling technology for smart environments. In the PRIMA project we have adopted a component oriented programming approach to compose smart services for such environments. Common services for smart spaces include:

- Services to manage energy in building, including regulating temperature, illumination, and acoustic noise,
- Ambient assisted living services to extend the autonomy of elderly and infirm,
- Logistics management for daily living,
- Communication services and tools for collaborative work,
- Services for commercial environments,
- Orientation and information services for public spaces, and
- Services for education and training.

We are pursuing development of components based on the concept of "large-scale" smart space that is an intelligent environment which will be deployed on a large surface containing several buildings (as a university campus for example). We also define the "augmented man" concept as a human wearing one or many mobile intelligent wireless devices (telephone, Smartphone, pda, notebook). Using all these devices, one can use many different applications (read emails, browse the Internet, file exchange, etc.). By combining the concepts of large-scale perceptive environments and mobile computing, we can create intelligent spaces, it becomes possible to propose services adapted to individuals and their activities. We are currently focussing on two aspects of this problem: the user profile and the user location within a smart space.

A fundamental requirement for such services is the ability to perceive the current state of the environment. Depending on the nature of the service, environment state can require sensing and modeling the physical properties of the environment, the location, identity and activity of individuals within the environment, as well as the set of available computing devices and software components that compose the environment. All of these make up possible elements for context modeling.

Observing and tracking people in smart environments remains a challenging fundamental problem. Whether it is at the scale of a campus, of a building or more simply of a room, we can combine several additional localization levels (and several technologies) to allow a more accurate and reliable user perception system. Within the PRIMA project, we are currently experimenting with a multi-level localization system allowing variable granularity according to the available equipment and the precision required for the targeted service.
4. Application Domains

4.1. Overview

While in our research the focus is to develop techniques, models and platforms that are generic and reusable, we also make effort in the development of real applications. The motivation is twofold. The first is to validate the new ideas and approaches we introduced. The second is to demonstrate how to build working systems for real applications of various domains based on the techniques and tools developed. Indeed, the applications we achieved cover a wide variety of domains: intelligent visual surveillance in transport domain, applications in biologic domain or applications in medical domain.

4.2. Video Surveillance

The growing feeling of insecurity among the population led private companies as well as public authorities to deploy more and more security systems. For the safety of the public places, the video camera based surveillance techniques are commonly used, but the multiplication of the camera number leads to the saturation of transmission and analysis means (it is difficult to supervise simultaneously hundreds of screens). For example, 1000 cameras are viewed by two security operators for monitoring the subway network of Brussels. In the framework of our works on automatic video interpretation, we have studied the conception of an automatic platform which can assist the video-surveillance operators.

The aim of this platform is to act as a filter, sorting the scenes which can be interesting for a human operator. This platform is based on the cooperation between an image processing component and an interpretation component using artificial intelligent techniques. Thanks to this cooperation, this platform automatically recognize different scenarios of interest in order to alert the operators. These works have been realized with academic and industrial partners, like European projects PASSWORDS, AVS-PV, AVS-RTPW, ADVISOR, AVITRACK CARETAKER, SERKET and CANTATA and more recently, European projects ViCoMo and COFRIEND, national projects SiC, VIDEOID, industrial projects RATP, CASSIOPEE, ALSTOM and SNCF.

A first set of very simple applications for the indoor night surveillance of supermarket (AUCHAN) showed the feasibility of this approach. A second range of applications has been to investigate the parking monitoring where the rather large viewing angle makes it possible to see many different objects (car, pedestrian, trolley) in a changing environment (illumination, parked cars, trees shackled by the wind, etc.). This set of applications allowed us to test various methods of tracking, trajectory analysis and recognition of typical cases (occlusion, creation and separation of groups, etc.).

We have studied and developed video surveillance techniques in the transport domain which requires the analysis and the recognition of groups of persons observed from lateral and low position viewing angle in subway stations (subways of Nuremberg, Brussels, Charleroi, Barcelona, Rome and Turin). We have worked with industrial companies (Bull, Vigitec, Keeneo) on the conception of a video surveillance intelligent platform which is independent of a particular application. The principal constraints are the use of fixed cameras and the possibility to specify the scenarios to be recognized, which depend on the particular application, based on scenario models which are independent from the recognition system.

In parallel of the video surveillance of subway stations, projects based on the video understanding platform have started for bank agency monitoring, train car surveillance and aircraft activity monitoring to manage complex interactions between different types of objects (vehicles, persons, aircrafts). A new challenge consists in combining video understanding with learning techniques (e.g. data mining) as it is done in the CARETAKER and COFRIEND projects to infer new knowledge on observed scenes.
4.3. Detection and Behavior Recognition of Bioaggressors

In the environmental domain, Pulsar is interested in the automation of early detection of bioaggressor, especially in greenhouse crops, in order to reduce pesticide use. Attacks (from insects or fungi) imply almost immediate decision-taking to prevent irreversible proliferation. The goal of this work is to define innovative decision support methods for in situ early pest detection based on video analysis and scene interpretation from multi-camera data. We promote a non-destructive and non-invasive approach to allow rapid remedial decisions from producers. The major issue is to reach a sufficient level of robustness for a continuous surveillance.

During the last decade, most studies on video applications for biological organism surveillance were limited to constrained environments where camerawork conditions are controlled. By contrast, we aim at monitoring pests in their natural environment (greenhouses). We thus intend to automate pest detection, in the same way as the management of climate, fertilization and irrigation which are carried out by a control/command computer system. To this end, vision algorithms (segmentation, classification, tracking) must be adapted to cope with illumination changes, plant movements, or insect characteristics.

Traditional manual counting is tedious, time consuming and subjective. We have developed a generic approach based on a priori knowledge and adaptive methods for vision tasks. This approach can be applied to insect images in order, first, to automate identification and counting of bio-aggressors, and ultimately, to analyze insect behaviors. Our work takes place within the framework of cognitive vision [60]. We propose to combine image processing, neural learning, and a priori knowledge to design a system complete from video acquisition to behavior analysis. The ultimate goal of our system is to integrate a module for insect behavior analysis. Indeed, recognition of some characteristic behaviors is often closely related to epicenters of infestation. Coupled with an optimized spatial sampling of the video cameras, it can be of crucial help for rapid decision support.

Most of the studies on behavior analysis have concentrated on human beings. We intend to extend cognitive vision systems to monitor non-human activities. We will define scenario models based on the concepts of states and events related to interesting objects, to describe the scenarios relative to white insect behaviors. We shall also rely on ontologies (such as a video event one). Finally, in the long term, we want to investigate data mining for biological research. Indeed, biologists require new knowledge to analyze bioaggressor behaviors. A key step will to be able to match numerical features (based on trajectories and density distributions for instance) and their biological interpretations (e.g., predation or center of infestation).

This work takes place in a two year collaboration (ARC BioSERRE) between Pulsar, Vista (INRIA Rennes - Bretagne Atlantique), INRA Avignon UR407 Pathologie Végétale (Institut National de Recherche Agronomique), CREAT Research Center (Chambre d’Agriculture des Alpes Maritimes) started in 2008.

4.4. Medical Applications

In the medical domain, Pulsar is interested in the long-term monitoring of people at home, which aims at supporting the caregivers by providing information about the occurrence of worrying change in people behavior. We are especially involved in the Ger’home project, funded by the PACA region and Conseil Général des Alpes Maritimes (CG06), in collaboration with two local partners: CSTB and Nice City hospital. In this project, an experimental home that integrates new information and communication technologies has been built in Sophia Antipolis. The purpose concerns the issue of monitoring and learning about people activities at home, using autonomous and non-intrusive sensors. The goal is to detect the sudden occurrence of worrying situations, such as any slow change in a person frailty. We have also started collaboration with Nice hospital to monitor Alzheimer patients with the help of geriatric doctors. The aim of the project is to design an experimental platform, providing services and allowing to test their efficiency.
4. Application Domains

4.1. Introduction

The application domains addressed by the project are:

- Compression with advanced functionalities of various image modalities (including multi-view, medical images such as MRI, CT, WSI, or satellite images)
- Networked multimedia applications via their various needs in terms of image and 2D and 3D video compression, or in terms of network adaptation (e.g., resilience to channel noise)
- Content editing and post-production

4.2. Compression with advanced functionalities

Compression of images and of 2D video (including High Definition and Ultra High Definition) remains a widely-sought capability for a large number of applications. The continuous increase of access network bandwidth leads to increasing numbers of networked digital content users and consumers which in turn triggers needs for higher core bandwidth and higher compression efficiencies. This is particularly true for mobile applications, as the need for wireless transmission capacity will significantly increase during the years to come. Hence, efficient compression tools are required to satisfy the trend towards mobile access to larger image resolutions and higher quality. A new impulse to research in video compression is also brought by the emergence of new formats beyond High Definition TV (HDTV) towards high dynamic range (higher bit depth, extended colorimetric space), super-resolution, formats for immersive displays allowing panoramic viewing and 3DTV.

Different video data formats and technologies are envisaged for interactive and immersive 3D video applications using omni-directional videos, stereoscopic or multi-view videos. The "omni-directional video" set-up refers to 360-degree view from one single viewpoint or spherical video. Stereoscopic video is composed of two-view videos, the right and left images of the scene which, when combined, can recreate the depth aspect of the scene. A multi-view video refers to multiple video sequences captured by multiple video cameras and possibly by depth cameras. Associated with a view synthesis method, a multi-view video allows the generation of virtual views of the scene from any viewpoint. This property can be used in a large diversity of applications, including Three-Dimensional TV (3DTV), and Free Viewpoint Video (FTV). The notion of "free viewpoint video" refers to the possibility for the user to choose an arbitrary viewpoint and/or view direction within a visual scene, creating an immersive environment. Multi-view video generates a huge amount of redundant data which need to be compressed for storage and transmission. In parallel, the advent of a variety of heterogeneous delivery infrastructures has given momentum to extensive work on optimizing the end-to-end delivery QoS (Quality of Service). This encompasses compression capability but also capability for adapting the compressed streams to varying network conditions. The scalability of the video content compressed representation, its robustness to transmission impairments, are thus important features for seamless adaptation to varying network conditions and to terminal capabilities.

In medical imaging, the large increase of medical analysis using various image sources for clinical purposes and the necessity to transmit or store these image data with improved performances related to transmission delay or storage capacities, command to develop new coding algorithms with lossless compression algorithms or almost lossless compression characteristics with respect to the medical diagnosis.
4.3. Networked visual applications

3D and Free Viewpoint TV: The emergence of multi-view auto-stereoscopic displays has spurred a recent interest for broadcast or Internet delivery of 3D video to the home. Multiview video, with the help of depth information on the scene, allows scene rendering on immersive stereo or auto-stereoscopic displays for 3DTV applications. It also allows visualizing the scene from any viewpoint, for scene navigation and free-viewpoint TV (FTV) applications. However, the large volumes of data associated to multi-view video plus depth content raise new challenges in terms of compression and communication.

Internet and mobile video: Broadband fixed (ADSL, ADSL2+) and mobile access networks with different radio access technologies (RAT) (e.g. 3G/4G, GERAN, UTRAN, DVB-H), have enabled not only IPTV and Internet TV but also the emergence of mobile TV and mobile devices with internet capability. A major challenge for next internet TV or internet video remains to be able to deliver the increasing variety of media (including more and more bandwidth demanding media) with a sufficient end-to-end QoS (Quality of Service) and QoE (Quality of Experience).

Mobile video retrieval: The Internet has changed the ways of interacting with content. The user is shifting its media consumption from a passive to a more interactive mode, from linear broadcast (TV) to on demand content (YouTubes, iTunes, VoD), and to user-generated, searching for relevant, personalized content. New mobility and ubiquitous usage has also emerged. The increased power of mobile devices is making content search and retrieval applications using mobile phones possible. Quick access to content in mobile environments with restricted bandwidth resources will benefit from rate-efficient feature extraction and description.

Wireless multi-camera vision systems: Our activities on scene modelling, on rate-efficient feature description, distributed coding and compressed sensing should also lead to algorithmic building blocks relevant for wireless multi-camera vision systems, for applications such as visual surveillance and security.

4.4. Medical Imaging (CT, MRI, Virtual Microscopy)

The use of medical imaging has greatly increased in recent years, especially with magnetic resonance images (MRI) and computed tomography (CT). In the medical sector, lossless compression schemes are in general used to avoid any signal degradation which could mask a pathology and hence disturb the medical diagnosis. Nonetheless, some discussions are on-going to use near-lossless coding of medical images, coupled with a detection and segmentation of region-of interest (ROIs) guided by a modeling stage of the image sensor, a precise knowledge of the medical imaging modalities and by the diagnosis and expertise of practitioners. New application domains using these new approaches of telemedicine will surely increase in the future. The second aspect deals with the legal need of biomedical images storage The legacy rules of such archives are changing and it could be interesting to propose adaptive compression strategies, i.e. to explore reversible lossy-to-lossless coding algorithms and new storage modalities which use, in a first stage, the lossless representation and continuously introduce controlled lossy degradations for the next stages of archives. Finally, it seems promising to explore new representation and coding approaches for 3D biological tissue imaging captured by 3D virtual microscopy. These fields of interest and scientific application domains commonly generate terabytes of data. Lossless schemes but also lossy approaches have to be explored and optimized, and interactive tools supporting scalable and interactive access to large-sized images such as these virtual microscopy slides need to be developed. 2D3D inpainting

4.5. Editing and post-production

Video editing and post-production are critical aspects in the audio-visual production process. Increased ways of “consuming” video content also highlight the need for content repurposing as well as for higher interaction and editing capabilities. Content captured at very high resolutions may need to be repurposed in order to be adapted to the requirements of actual users, to the transmission channel or to the terminal. Content repurposing encompasses format conversion (retargeting), content summarization, and content editing. This processing requires powerful methods for extracting condensed video representations as well as powerful inpainting techniques. By providing advanced models, advanced video processing and image analysis tools,
more visual effects, with more realism become possible. Other applications such as video annotation/retrieval, video restoration/stabilization, augmented reality, can also benefit from the proposed research.
4. Application Domains

4.1. Copyright protection of images and videos

With the proliferation of high-speed Internet access, piracy of multimedia data has developed into a major problem and media distributors, such as photo agencies, are making strong efforts to protect their digital property. Today, many photo agencies expose their collections on the web with a view to selling access to the images. They typically create web pages of thumbnails, from which it is possible to purchase high-resolution images that can be used for professional publications. Enforcing intellectual property rights and fighting against copyright violations is particularly important for these agencies, as these images are a key source of revenue. The most problematic cases, and the ones that induce the largest losses, occur when “pirates” steal the images that are available on the Web and then make money by illegally reselling those images.

This applies to photo agencies, and also to producers of videos and movies. Despite the poor image quality, thousands of (low-resolution) videos are uploaded every day to video-sharing sites such as YouTube, eDonkey or BitTorrent. In 2005, a study conducted by the Motion Picture Association of America was published, which estimated that their members lost 2.3 billion US$ in sales due to video piracy over the Internet. Due to the high risk of piracy, movie producers have tried many means to restrict illegal distribution of their material, albeit with very limited success.

Photo and video pirates have found many ways to circumvent even the most clever protection mechanisms. In order to cover up their tracks, stolen photos are typically cropped, scaled, their colors are slightly modified; videos, once ripped, are typically compressed, modified and re-encoded, making them more suitable for easy downloading. Another very popular method for stealing videos is cam-cording, where pirates smuggle digital camcorders into a movie theater and record what is projected on the screen. Once back home, that goes to the web.

Clearly, this environment calls for an automatic content-based copyright enforcement system, for images, videos, and also audio as music gets heavily pirated. Such a system needs to be effective as it must cope with often severe attacks against the contents to protect, and efficient as it must rapidly spot the original contents from a huge reference collection.

4.2. Video database management

The existing video databases are generally little digitized. The progressive migration to digital television should quickly change this point. As a matter of fact, the French TV channel TF1 switched to an entirely digitized production, the cameras remaining the only analogical spot. Treatment, assembly and diffusion are digital. In addition, domestic digital decoders can, from now on, be equipped with hard disks allowing a storage initially modest, of ten hours of video, but larger in the long term, of a thousand of hours.

One can distinguish two types of digital files: private and professional files. On one hand, the files of private individuals include recordings of broadcasted programs and films recorded using digital camcorders. It is unlikely that users will rigorously manage such collections; thus, there is a great need for tools to help the user: automatic creation of summaries and synopses to allow finding information easily or to have within few minutes a general idea of a program. Even if the service is rustic, it is initially evaluated according to the added value brought to a system (video tape recorder, decoder), must remain not very expensive, but will benefit from a large diffusion.

On the other hand, these are professional files: TV channel archives, cineclubs, producers... These files are of a much larger size, but benefit from the attentive care of professionals of documentation and archiving. In this field, the systems can be much more expensive and are judged according to the profits of productivity and the assistance which they bring to archivists, journalists and users.
A crucial problem for many professionals is the need to produce documents in many formats for various terminals from the same raw material without multiplying the editing costs. The aim of such a repurposing is for example to produce a DVD, a web site or an alert service by mobile phone from a TV program at the minimum cost. The basic idea is to describe the documents in such a way that they can be easily manipulated and reconfigured easily.

4.3. Textual database management

Searching in large textual corpora has already been the topic of many researches. The current stakes are the management of very large volumes of data, the possibility to answer requests relating more on concepts than on simple inclusions of words in the texts, and the characterization of sets of texts.

We work on the exploitation of scientific bibliographical bases. The explosion of the number of scientific publications makes the retrieval of relevant data for a researcher a very difficult task. The generalization of document indexing in data banks did not solve the problem. The main difficulty is to choose the keywords, which will encircle a domain of interest. The statistical method used, the factorial analysis of correspondences, makes it possible to index the documents or a whole set of documents and to provide the list of the most discriminating keywords for these documents. The index validation is carried out by searching information in a database more general than the one used to build the index and by studying the retrieved documents. That in general makes it possible to still reduce the subset of words characterizing a field.

We also explore scientific documentary corpora to solve two different problems: to index the publications with the help of meta-keys and to identify the relevant publications in a large textual database. For that, we use factorial data analysis, which allows us to find the minimal sets of relevant words that we call meta-keys and to free the bibliographical search from the problems of noise and silence. The performances of factorial correspondence analysis are sharply greater than classic search by logical equation.
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4. Application Domains

4.1. Introduction

We believe that foundational modeling work should be grounded in applications. This includes (but is not restricted to) the following high-impact domains.

4.2. Quantitative image analysis in science and humanities

We plan to apply our 3D object and scene modeling and analysis technology to image-based modeling of human skeletons and artifacts in anthropology, and large-scale site indexing, modeling, and retrieval in archaeology and cultural heritage preservation. Most existing work in this domain concentrates on image-based rendering—that is, the synthesis of good-looking pictures of artifacts and digs. We plan to focus instead on quantitative applications. A first effort in this area has been a collaboration with the Getty Conservation Institute in Los Angeles, aimed at the quantitative analysis of environmental effects on the hieroglyphic stairway at the Copan Maya site in Honduras. We are now pursuing a larger-scale project involving the archaeology laboratory at ENS and focusing on image-based artifact modeling and decorative pattern retrieval in Pompeii. This new effort is part of the MSR-INRIA project mentioned earlier and that will be discussed further later in this report.

4.3. Video Annotation, Interpretation, and Retrieval

Both specific and category-level object and scene recognition can be used to annotate, augment, index, and retrieve video segments in the audiovisual domain. The Video Google system developed by Sivic and Zisserman (2005) for retrieving shots containing specific objects is an early success in that area. A sample application, suggested by discussions with Institut National de l’Audiovisuel (INA) staff, is to match set photographs with actual shots in film and video archives, despite the fact that detailed timetables and/or annotations are typically not available for either medium. Automatically annotating the shots is of course also relevant for archives that may record hundreds of thousands of hours of video. Some of these applications will be pursued in our MSR-INRIA project, in which INA is one of our partners.