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2. Overall Objectives

2.1. Introduction

**Keywords:** Software evolution, Maintenance, Program visualization, Program analyses, Meta modelling, Software metrics, Quality models, Object-oriented programming, Reflective programming, Traits, Dynamically typed languages, Smalltalk.

RMoD’s general vision is defined in two objectives: remodularization and modularity constructs. These two views are the two faces of a same coin: maintenance could be eased with better engineering and analysis tools and programming language constructs could let programmers define more modular applications.

2.2. Reengineering and remodularization

While applications must evolve to meet new requirements, few approaches analyze the implications of their original structure (modules, packages, classes) and their transformation to support their evolution. Our research will focus on the remodularization of object-oriented applications. Automated approaches including clustering algorithms are not satisfactory because they often ignore user inputs. Our vision is that we need better approaches to support the transformation of existing software. The reengineering challenge tackled by RMoD is formulated as follows:
How to help remodularize existing software applications?

We are developing analyses and algorithms to remodularize object-oriented applications. This is why we started studying and building tools to support the understanding of applications at the level of packages and modules. This allows us to understand the results of the analyses that we are building.

2.3. Constructs for modular and isolating programming languages

Dynamically-typed programming languages such as JavaScript are getting new attention as illustrated by the large investment of Google in the development of the Chrome V8 JavaScript engine and the development of a new dynamic language DART. This new trend is correlated to the increased adoption of dynamic programming languages for web-application development, as illustrated by Ruby on Rails, PHP and JavaScript. With web applications, users expect applications to be always available and getting updated on the fly. This continuous evolution of application is a real challenge [67]. Hot software evolution often requires reflective behavior and features. For instance in CLOS and Smalltalk each class modification automatically migrates existing instances on the fly.

At the same time, there is a need for software isolation i.e., applications should reliably run co-located with other applications in the same virtual machine with neither confidential information leaks nor vulnerabilities. Indeed, often for economical reasons, web servers run multiple applications on the same virtual machine. Users need confined applications. It is important that (1) an application does not access information of other applications running on the same virtual machine and (2) an application authorized to manipulate data cannot pass such authorization or information to other parts of the application that should not get access to it.

Static analysis tools have always been confronted to reflection [64]. Without a full treatment of reflection, static analysis tools are both incomplete and unsound. Incomplete because some parts of the program may not be included in the application call graph, and unsound because the static analysis does not take into account reflective features [73]. In reflective languages such as F-Script, Ruby, Python, Lua, JavaScript, Smalltalk and Java (to a certain extent), it is possible to nearly change any aspect of an application: change objects, change classes dynamically, migrate instances, and even load untrusted code.

Reflection and isolation concerns are a priori antagonistic, pulling language design in two opposite directions. Isolation, on the one hand, pulls towards more static elements and types (e.g., ownership types). Reflection, on the other hand, pulls towards fully dynamic behavior. This tension is what makes this a real challenge: As experts in reflective programming, dynamic languages and modular systems, we believe that by working on this important tension we can make a breakthrough and propose innovative solutions in resolving or mitigating this tension. With this endeavor, we believe that we are working on a key challenge that can have an impact on future programming languages. The language construct challenge tackled by RMoD is formulated as follows:

What are the language modularity constructs to support isolation?

In parallel we are continuing our research effort on traits ¹ by assessing trait scalability and reuse on a large case study and developing a pure trait-based language. In addition, we dedicate efforts to remodularizing a meta-level architecture in the context of the design of an isolating dynamic language. Indeed at the extreme, modules and structural control of reflective features are the first steps towards flexible, dynamic, yet isolating, languages. As a result, we expect to demonstrate that having adequate composable units and scoping units will help the evolution and recomposition of an application.

3. Research Program

3.1. Software Reengineering

Strong coupling among the parts of an application severely hampers its evolution. Therefore, it is crucial to answer the following questions: How to support the substitution of certain parts while limiting the impact on others? How to identify reusable parts? How to modularize an object-oriented application?

¹Traits are groups of methods that can be composed orthogonally to simple inheritance. Contrary to mixin, the class has the control of the composition and conflict management.
Having good classes does not imply a good application layering, absence of cycles between packages and reuse of well-identified parts. Which notion of cohesion makes sense in presence of late-binding and programming frameworks? Indeed, frameworks define a context that can be extended by subclassing or composition: in this case, packages can have a low cohesion without being a problem for evolution. How to obtain algorithms that can be used on real cases? Which criteria should be selected for a given remodularization?

To help us answer these questions, we work on enriching Moose, our reengineering environment, with a new set of analyses [58], [57]. We decompose our approach in three main and potentially overlapping steps:

1. Tools for understanding applications,
2. Remodularization analyses,

### 3.1.1. Tools for understanding applications

**Context and Problems.** We are studying the problems raised by the understanding of applications at a larger level of granularity such as packages or modules. We want to develop a set of conceptual tools to support this understanding.

Some approaches based on Formal Concept Analysis (FCA) [86] show that such an analysis can be used to identify modules. However the presented examples are too small and not representative of real code.

**Research Agenda.**

FCA provides an important approach in software reengineering for software understanding, design anomalies detection and correction, but it suffers from two problems: (i) it produces lattices that must be interpreted by the user according to his/her understanding of the technique and different elements of the graph; and, (ii) the lattice can rapidly become so big that one is overwhelmed by the mass of information and possibilities [47]. We look for solutions to help people putting FCA to real use.

### 3.1.2. Remodularization analyses

**Context and Problems.** It is a well-known practice to layer applications with bottom layers being more stable than top layers [74]. Until now, few works have attempted to identify layers in practice: Mudpie [88] is a first cut at identifying cycles between packages as well as package groups potentially representing layers. DSM (dependency structure matrix) [87], [82] seems to be adapted for such a task but there is no serious empirical experience that validates this claim. From the side of remodularization algorithms, many were defined for procedural languages [70]. However, object-oriented programming languages bring some specific problems linked with late-binding and the fact that a package does not have to be systematically cohesive since it can be an extension of another one [89], [61].

As we are designing and evaluating algorithms and analyses to remodularize applications, we also need a way to understand and assess the results we are obtaining.

**Research Agenda.** We work on the following items:

- **Layer identification.** We propose an approach to identify layers based on a semi-automatic classification of package and class interrelationships that they contain. However, taking into account the wish or knowledge of the designer or maintainer should be supported.

- **Cohesion Metric Assessment.** We are building a validation framework for cohesion/coupling metrics to determine whether they actually measure what they promise to. We are also compiling a number of traditional metrics for cohesion and coupling quality metrics to evaluate their relevance in a software quality setting.

### 3.1.3. Software Quality

**Research Agenda.** Since software quality is fuzzy by definition and a lot of parameters should be taken into account we consider that defining precisely a unique notion of software quality is definitively a Grail in the realm of software engineering. The question is still relevant and important. We work on the two following items:
Quality models. We studied existing quality models and the different options to combine indicators — often, software quality models happily combine metrics, but at the price of losing the explicit relationships between the indicator contributions. There is a need to combine the results of one metric over all the software components of a system, and there is also the need to combine different metric results for any software component. Different combination methods are possible that can give very different results. It is therefore important to understand the characteristics of each method.

Bug prevention. Another aspect of software quality is validating or monitoring the source code to avoid the emergence of well known sources of errors and bugs. We work on how to best identify such common errors, by trying to identify earlier markers of possible errors, or by helping identifying common errors that programmers did in the past.

3.2. Language Constructs for Modular Design

While the previous axis focuses on how to help remodularizing existing software, this second research axis aims at providing new language constructs to build more flexible and recomposable software. We will build on our work on traits [84], [59] and classboxes [48] but also start to work on new areas such as isolation in dynamic languages. We will work on the following points: (1) Traits and (2) Modularization as a support for isolation.

3.2.1. Traits-based program reuse

Context and Problems. Inheritance is well-known and accepted as a mechanism for reuse in object-oriented languages. Unfortunately, due to the coarse granularity of inheritance, it may be difficult to decompose an application into an optimal class hierarchy that maximizes software reuse. Existing schemes based on single inheritance, multiple inheritance, or mixins, all pose numerous problems for reuse.

To overcome these problems, we designed a new composition mechanism called Traits [84], [59]. Traits are pure units of behavior that can be composed to form classes or other traits. The trait composition mechanism is an alternative to multiple or mixin inheritance in which the composer has full control over the trait composition. The result enables more reuse than single inheritance without introducing the drawbacks of multiple or mixin inheritance. Several extensions of the model have been proposed [56], [78], [49], [60] and several type systems were defined [62], [85], [79], [72].

Traits are reusable building blocks that can be explicitly composed to share methods across unrelated class hierarchies. In their original form, traits do not contain state and cannot express visibility control for methods. Two extensions, stateful traits and freezable traits, have been proposed to overcome these limitations. However, these extensions are complex both to use for software developers and to implement for language designers.

Research Agenda: Towards a pure trait language. We plan distinct actions: (1) a large application of traits, (2) assessment of the existing trait models and (3) bootstrapping a pure trait language.

- To evaluate the expressiveness of traits, some hierarchies were refactored, showing code reuse [51]. However, such large refactorings, while valuable, may not exhibit all possible composition problems, since the hierarchies were previously expressed using single inheritance and following certain patterns. We want to redesign from scratch the collection library of Smalltalk (or part of it). Such a redesign should on the one hand demonstrate the added value of traits on a real large and redesigned library and on the other hand foster new ideas for the bootstrapping of a pure trait-based language.

In particular we want to reconsider the different models proposed (stateless [59], stateful [50], and freezable [60]) and their operators. We will compare these models by (1) implementing a trait-based collection hierarchy, (2) analyzing several existing applications that exhibit the need for traits. Traits may be flattened [77]. This is a fundamental property that confers to traits their simplicity and expressiveness over Eiffel’s multiple inheritance. Keeping these aspects is one of our priority in forthcoming enhancements of traits.
• Alternative trait models. This work revisits the problem of adding state and visibility control to traits. Rather than extending the original trait model with additional operations, we use a fundamentally different approach by allowing traits to be lexically nested within other modules. This enables traits to express (shared) state and visibility control by hiding variables or methods in their lexical scope. Although the traits’ “flattening property” no longer holds when they can be lexically nested, the combination of traits with lexical nesting results in a simple and more expressive trait model. We formally specify the operational semantics of this combination. Lexically nested traits are fully implemented in AmbientTalk, where they are used among others in the development of a Morphic-like UI framework.

• We want to evaluate how inheritance can be replaced by traits to form a new object model. For this purpose we will design a minimal reflective kernel, inspired first from ObjVlisp [55] then from Smalltalk [65].

3.2.2. Reconciling Dynamic Languages and Isolation

Context and Problems. More and more applications require dynamic behavior such as modification of their own execution (often implemented using reflective features [69]). For example, F-script allows one to script Cocoa Mac-OS X applications and Lua is used in Adobe Photoshop. Now in addition more and more applications are updated on the fly, potentially loading untrusted or broken code, which may be problematic for the system if the application is not properly isolated. Bytecode checking and static code analysis are used to enable isolation, but such approaches do not really work in presence of dynamic languages and reflective features. Therefore there is a tension between the need for flexibility and isolation.

Research Agenda: Isolation in dynamic and reflective languages. To solve this tension, we will work on Sure, a language where isolation is provided by construction: as an example, if the language does not offer field access and its reflective facilities are controlled, then the possibility to access and modify private data is controlled. In this context, layering and modularizing the meta-level [52], as well as controlling the access to reflective features [53], [54] are important challenges. We plan to:

• Study the isolation abstractions available in erights (http://www.erights.org) [76], [75], and Java’s class loader strategies [71], [66].
• Categorize the different reflective features of languages such as CLOS [68], Python and Smalltalk [80] and identify suitable isolation mechanisms and infrastructure [63].
• Assess different isolation models (access rights, capabilities [81]...) and identify the ones adapted to our context as well as different access and right propagation.
• Define a language based on
  – the decomposition and restructuring of the reflective features [52],
  – the use of encapsulation policies as a basis to restrict the interfaces of the controlled objects [83],
  – the definition of method modifiers to support controlling encapsulation in the context of dynamic languages.

An open question is whether, instead of providing restricted interfaces, we could use traits to grant additional behavior to specific instances: without trait application, the instances would only exhibit default public behavior, but with additional traits applied, the instances would get extra behavior. We will develop Sure, a modular extension of the reflective kernel of Smalltalk (since it is one of the languages offering the largest set of reflective features such as pointer swapping, class changing, class definition...) [80].

4. Application Domains

4.1. Programming Languages and Tools
Many of the results of RMoD are improving programming languages or development tools for such languages. As such the application domain of these results is as varied as the use of programming languages in general. Pharo, the language that RMoD develops, is used for a very broad range of applications. From pure research experiments to real world industrial use (the Pharo Consortium has around 20 company members) [http://consortium.pharo.org](http://consortium.pharo.org) Examples are web applications, server backends for mobile applications or even graphical tools and embedded applications.

### 4.2. Software Reengineering

Moose is a language-independent environment for reverse- and re-engineering complex software systems. Moose provides a set of services including a common meta-model, metrics evaluation and visualization. As such Moose is used for analysing software systems to support understanding and continuous development as well as software quality analysis.

### 5. Highlights of the Year

#### 5.1. Highlights of the Year

- Pharo 4.0 has been released in April 2015.
- Moose 5.1 has been released in June 2015.
- The Syntectique company, a spin-off of the RMod group with two members actively participating, got selected on the i-Lab 2015 contest (category: Creation and Development). 364 projects were submitted in this category and 54 got selected (<15%). This will allow the young company to expand its activities by hiring young developers and a sales person.
- Papers published at PLDI and OOPSLA, two important conferences of our field.

#### 5.1.1. Awards

- Markiyan Rizun got the third price at ESUG 2015 for his Rewrite tool.

### 6. New Software and Platforms

#### 6.1. Moose

**FUNCTIONAL DESCRIPTION**

Moose is an extensive platform for software and data analysis. It offers multiple services ranging from importing and parsing data, to modeling, to measuring, querying, mining, and to building interactive and visual analysis tools.

- **Participants:** Stéphane Ducasse, Muhammad Bhatti, Andre Cavalcante Hora, Nicolas Anquetil, Anne Etien, Guillaume Larcheveque and Alexandre Bergel
- **Partners:** Université de Berne - Sensus - Syntectique - Pleiad - USI - Vrije Universiteit Brussel
- **Contact:** Stéphane Ducasse
- **URL:** [http://www.moosetechnology.org](http://www.moosetechnology.org)
6.2. Pharo

**KEYWORDS:** Live programmation objet - Reflective system

**FUNCTIONAL DESCRIPTION**

The platform Pharo is an open-source Smalltalk-inspired language and environment. It provides a platform for innovative development both in industry and research. By providing a stable and small core system, excellent developer tools, and maintained releases, Pharo’s goal is to be a platform to build and deploy mission critical applications, while at the same time continue to evolve.

- **Participants:** Marcus Denker, Damien Cassou, Christophe Demarey, Stéphane Ducasse, Esteban Lorenzano, Damien Pollet, Camille Teruel and Clément Béra
- **Partners:** Université de Berne - École des Mines de Douai - Uqbar foundation Argentina - Sensus - Synectique - Pleiad - Debris publishing - Yesplan - HR Works - MAD - BetaNine - Vmware
- **Contact:** Marcus Denker
- **URL:** [http://www.pharo.org](http://www.pharo.org)

6.3. Pillar

**KEYWORDS:** HTML - LaTeX - HTML5

**FUNCTIONAL DESCRIPTION**

Pillar is a markup syntax and associated tools to write and generate documentation and books. Pillar is currently used to write several books and other documentation. Two platforms have already been created on top of Pillar: PillarHub and Marina.

- **Contact:** Damien Cassou
- **URL:** [http://www.smalltalkhub.com/#!/~Pier/Pillar](http://www.smalltalkhub.com/#!/~Pier/Pillar)

7. New Results

7.1. Tools for understanding evolution

**Automatic Detection of System-Specific Conventions.** In Apache Ant, a convention to improve maintenance was introduced in 2004 stating a new way to close files instead of the Java generic InputStream.close(). Yet, six years after its introduction, this convention was still not generally known to the developers. Two existing solutions could help in these cases. First, one can deprecate entities, but, in our example, one can hardly deprecate Java’s method. Second, one can create a system-specific rule to be automatically enforced. In a preceding publication, we showed that system-specific rules are more likely to be noticed by developers than generic ones. However, in practice, developers rarely create specific rules. We therefore propose to free the developers from the need to create rules by automatically detecting such conventions from source code repositories. This is done by mining the change history of the system to discover similar changes being applied over several revisions. The proposed approach is applied to real-world systems, and the extracted rules are validated with the help of experts. The results show that many rules are in fact relevant for the experts. [16]

**DeltaImpactFinder.** In software development, version control systems (VCS) provide branching and merging support tools. Such tools are popular among developers to concurrently change a code-base in separate lines and reconcile their changes automatically afterwards. However, two changes that are correct independently can introduce bugs when merged together. We call semantic merge conflicts this kind of bugs. Change impact analysis (CIA) aims at estimating the effects of a change in a codebase. We propose to detect semantic merge conflicts using CIA. On a merge, DELTAIMPACTFINDER analyzes and compares the impact of a change in its origin and destination branches. We call the difference between these two impacts the delta-impact. If the delta-impact is empty, then there is no indicator of a semantic merge conflict and the merge can continue automatically. Otherwise, the delta-impact contains what are the sources of possible conflicts. [26]
OrionPlanning. Many techniques have been proposed in the literature to support architecture definition, conformance, and analysis. However, there is a lack of adoption of such techniques by the industry. Previous work have analyzed this poor support. Specifically, former approaches lack proper analysis techniques (e.g., detection of architectural inconsistencies), and they do not provide extension and addition of new features. We present ORIONPLANNING, a prototype tool to assist refactorings at large scale. The tool provides support for model-based refactoring operations. These operations are performed in an interactive visualization. The contributions of the tool consist in: (i) providing iterative modifications in the architecture, and (ii) providing an environment for architecture inspection and definition of dependency rules. [37]

Recording and Replaying System-Specific Conventions. During its lifetime, a software system is under continuous maintenance to remain useful. Maintenance can be achieved in activities such as adding new features, fixing bugs, improving the system’s structure, or adapting to new APIs. In such cases, developers sometimes perform sequences of code changes in a systematic way. These sequences consist of small code changes (e.g., create a class, then extract a method to this class), which are applied to groups of related code entities (e.g., some of the methods of a class). MacroRecorder is a proof-of-concept tool that records a sequence of code changes, then it allows the developer to generalize this sequence in order to apply it in other code locations. The evaluation is based on previous work on repetitive code changes related to rearchitecting. MacroRecorder was able to replay 92% of the examples, which consisted in up to seven code entities modified up to 66 times. The generation of a customizable, large-scale transformation operator has the potential to efficiently assist code maintenance. [39], [38]

7.2. Software Quality: Taming Software Evolution

Software metrics do not predict the health of a project. More and more companies would like to mine software data with the goal of assessing the health of their software projects. The hope is that some software metrics could be tracked to predict failure risks or confirm good health. If a factor of success was found, projects failures could be anticipated and early actions could be taken by the organisation to help or to monitor closely the project, allowing one to act in a preventive mode rather than a curative one. We were called by a major IT company to fulfil this goal. We conducted a study to check whether software metrics can be related to project failure. The study was both theoretic with a review of literature on the subject, and practical with mining past projects data and interviews with project managers. We found that metrics used in practice are not reliable to assess project outcome. [22]

How Do Developers React to API Evolution? Software engineering research now considers that no system is an island, but it is part of an ecosystem involving other systems, developers, users, hardware, ... When one system (e.g., a framework) evolves, its clients often need to adapt. Client developers might need to adapt to functionalities, client systems might need to be adapted to a new API, client users might need to adapt to a new User Interface. The consequences of such changes are yet unclear, what proportion of the ecosystem might be expected to react, how long might it take for a change to diffuse in the ecosystem, do all clients react in the same way? We report on an exploratory study aimed at observing API evolution and its impact on a large-scale software ecosystem, Pharo, which has about 3,600 distinct systems, more than 2,800 contributors, and six years of evolution. We analyze 118 API changes and answer research questions regarding the magnitude, duration, extension, and consistency of such changes in the ecosystem. The results of this study help to characterize the impact of API evolution in large software ecosystems, and provide the basis to better understand how such impact can be alleviated. [27]

Does JavaScript software embrace classes? JavaScript is the de facto programming language for the Web. It is used to implement mail clients, office applications, or IDEs, that can weight hundreds of thousands of lines of code. The language itself is prototype based, but to master the complexity of their application, practitioners commonly rely on some informal class abstractions. This practice has never been the target of empirical investigations in JavaScript. Yet, understanding it would be key to adequately tune programming environments and structure libraries such as they are accessible to programmers. We report a large and in-depth study to understand how class emulation is employed in JavaScript applications. We propose a strategy to statically detect class-based abstractions in the source code of JavaScript systems. We used this strategy in
a dataset of 50 popular JavaScript applications available from GitHub. We found systems structured around hundreds of classes, suggesting that JavaScript developers are standing on traditional class-based abstractions to tackle the growing complexity of their systems. [28]

7.3. Software Quality: History and Changes

Mining Architectural Violations from Version History. Software architecture conformance is a key software quality control activity that aims to reveal the progressive gap normally observed between concrete and planned software architectures. However, formally specifying an architecture can be difficult, as it must be done by an expert of the system having a high level understanding of it. We present a lightweighted approach for architecture conformance based on a combination of static and historical source code analysis. The proposed approach relies on four heuristics for detecting absences (something expected was not found) and divergences (something prohibited was found) in source code based architectures. We also present an architecture conformance process based on the proposed approach. We followed this process to evaluate the architecture of two industrial-strength information systems, achieving an overall precision of 62.7% and 53.8%. We also evaluated our approach in an open-source information retrieval library, achieving an overall precision of 59.2%. We envision that an heuristic-based approach for architecture conformance can be used to rapidly raise architectural warnings, without deeply involving experts in the process. [17]

Untangling Fine-Grained Code Changes. After working for some time, developers commit their code changes to a version control system. When doing so, they often bundle unrelated changes (e.g., bug fix and refactoring) in a single commit, thus creating a so-called tangled commit. Sharing tangled commits is problematic because it makes review, reversion, and integration of these commits harder and historical analyses of the project less reliable. Researchers have worked at untangling existing commits, i.e., finding which part of a commit relates to which task. We contribute to this line of work in two ways: (1) A publicly available dataset of untangled code changes, created with the help of two developers who accurately split their code changes into self contained tasks over a period of four months; (2) a novel approach, EpiceaUntangler, to help developers share untangled commits (aka. atomic commits) by using fine-grained code change information. EpiceaUntangler is based and tested on the publicly available dataset, and further evaluated by deploying it to 7 developers, who used it for 2 weeks. We recorded a median success rate of 91% and average one of 75%, in automatically creating clusters of untangled fine-grained code changes. [25]

Developers’ Perception of Co-Change Patterns: An Empirical Study. Co-change clusters are groups of classes that frequently change together. They are proposed as an alternative modular view, which can be used to assess the traditional decomposition of systems in packages. To investigate developer’s perception of co-change clusters, we report a study with experts on six systems, implemented in two languages. We mine 102 co-change clusters from the version history of such systems, which are classified in three patterns regarding their projection to the package structure: Encapsulated, Crosscutting, and Octopus. We then collect the perception of expert developers on such clusters, aiming to ask two central questions: (a) what concerns and changes are captured by the extracted clusters? (b) do the extracted clusters reveal design anomalies? We conclude that Encapsulated Clusters are often viewed as healthy designs and that Crosscutting Clusters tend to be associated to design anomalies. Octopus Clusters are normally associated to expected class distributions, which are not easy to implement in an encapsulated way, according to the interviewed developers. [40]

7.4. Dynamic Languages: Debugging

Practical domain-specific debuggers. Understanding the run-time behavior of software systems can be a challenging activity. Debuggers are an essential category of tools used for this purpose as they give developers direct access to the running systems. Nevertheless, traditional debuggers rely on generic mechanisms to introspect and interact with the running systems, while developers reason about and formulate domain-specific questions using concepts and abstractions from their application domains. This mismatch creates an abstraction gap between the debugging needs and the debugging support leading to an inefficient and error-prone debugging effort, as developers need to recover concrete domain concepts using generic mechanisms. To reduce this gap, and increase the efficiency of the debugging process, we propose a framework for
developing domain-specific debuggers, called the Moldable Debugger, that enables debugging at the level of the application domain. The Moldable Debugger is adapted to a domain by creating and combining domain-specific debugging operations with domain-specific debugging views, and adapts itself to a domain by selecting, at run time, appropriate debugging operations and views. To ensure the proposed model has practical applicability (i.e., can be used in practice to build real debuggers), we discuss, from both a performance and usability point of view, three implementation strategies. We further motivate the need for domain-specific debugging, identify a set of key requirements and show how our approach improves debugging by adapting the debugger to several domains. [14]

**Mercury: Properties and Design of a Remote Debugging Solution using Reflection.** Remote debugging facilities are a technical necessity for devices that lack appropriate input/output interfaces (display, keyboard, mouse) for programming (e.g., smartphones, mobile robots) or are simply unreachable for local development (e.g., cloud-servers). Yet remote debugging solutions can prove awkward to use due to re-deployments. Empirical studies show us that on average 10.5 minutes per coding hour (over five 40-hour work weeks per year) are spent for redeploying applications (including re-deployments during debugging). Moreover current solutions lack facilities that would otherwise be available in a local setting because it is difficult to reproduce them remotely. Our work identifies three desirable properties that a remote debugging solution should exhibit, namely: run-time evolution, semantic instrumentation and adaptable distribution. Given these properties we propose and validate Mercury, a remote debugging model based on reflection. Mercury supports run-time evolution through a causally connected remote meta-level, semantic instrumentation through the reification of the underlying execution environment and adaptable distribution through a modular architecture of the debugging middleware. [19]

### 7.5. Reconciling Dynamic Languages and Isolation

**Handles.** Controlling object graphs and giving specific semantics to references (such as read-only, ownership, scoped sharing) have been the focus of a large body of research in the context of static type systems. Controlling references to single objects and to graphs of objects is essential to build more secure systems, but is notoriously hard to achieve in the absence of static type systems. In this article we embrace this challenge by proposing a solution to the following question: What is an underlying mechanism that can support the definition of properties (such as revocable, read-only, lent) at the reference level in the absence of a static type system? We present handles: first-class references that propagate behavioral change dynamically to the object subgraph during program execution. In this article we describe handles and show how handles support the implementation of read-only references and revocable references. Handles have been fully implemented by modifying an existing virtual machine and we report their costs. [13]

**Delegation Proxies.** Scoping behavioral variations to dynamic extents is useful to support non-functional concerns that otherwise result in cross-cutting code. Unfortunately, such forms of scoping are difficult to obtain with traditional reflection or aspects. We propose delegation proxies, a dynamic proxy model that supports behavioral intercession through the interception of various interpretation operations. Delegation proxies permit different behavioral variations to be easily composed together. We show how delegation proxies enable behavioral variations that can propagate to dynamic extents. We demonstrate our approach with examples of behavioral variations scoped to dynamic extents that help simplify code related to safety, reliability, and monitoring. [21]

**Access Control to Reflection with Object Ownership.** Reflection is a powerful programming language feature that enables language extensions, generic code, dynamic analyses, development tools, etc. However, uncontrolled reflection breaks object encapsulation and considerably increases the attack surface of programs e.g., malicious libraries can use reflection to attack their client applications. To bring reflection and object encapsulation back together, we use dynamic object ownership to design an access control policy to reflective operations. This policy grants objects full reflective power over the objects they own but limited reflective power over other objects. Code is still able to use advanced reflective operations but reflection cannot be used as an attack vector anymore. [41]
7.6. Tailoring Applications and bootstrapping

Virtualization Support for Dynamic Core Library Update. Dynamically updating language runtime and core libraries such as collections and threading is challenging since the update mechanism uses such libraries at the same time that it modifies them. To tackle this challenge, we present Dynamic Core Library Update (DCU) as an extension of Dynamic Software Update (DSU) and our approach based on a virtualization architecture. Our solution supports the update of core libraries as any other normal library, avoiding the circular dependencies between the updater and the core libraries. Our benchmarks show that there is no evident performance overhead in comparison with a default execution. Finally, we show that our approach can be applied to real life scenario by introducing a critical update inside a web application with 20 simulated concurrent users. [34]

Bootstrapping Infrastructure. Bootstrapping is well known in the context of compilers, where a bootstrapped compiler can compile its own source code. Bootstrapping is a beneficial engineering practice because it raises the level of abstraction of a program making it easier to understand, optimize, evolve, etc. Bootstrapping a reflective object-oriented language is however more challenging, as we need also to initialize the runtime of the language with its initial objects and classes besides writing its compiler. We present a novel bootstrapping infrastructure for Pharo-like languages that allows us to easily extend and modify such languages. Our bootstrapping process relies on a first-class runtime. A first-class runtime is a meta-object that represents a program’s runtime and provides a MOP to easily load code into it and manipulate its objects. It decouples the virtual machine (VM) and language concerns by introducing a clear VM-language interface. Using this process, we show how we succeeded to bootstrap a Smalltalk-based language named Candle and then extend it with traits in less than 250 lines of high-level Smalltalk code. We also show how we can bootstrap with minimal effort two other languages (Pharo and MetaTalk) with similar execution semantics but different object models. [35]

7.7. Dynamic Languages: Virtual Machines

Towards Fully Reflective Environments. Modern development environments promote live programming (LP) mechanisms because it enhances the development experience by providing instantaneous feedback and interaction with live objects. LP is typically supported with advanced reflective techniques within dynamic languages. These languages run on top of Virtual Machines (VMs) that are built in a static manner so that most of their components are bound at compile time. As a consequence, VM developers are forced to work using the traditional edit-compile-run cycle, even when they are designing LP-supporting environments. We explore the idea of bringing LP techniques to VM development to improve the observability, evolution and adaptability of VMs at runtime. We define the notion of fully reflective execution environments, systems that provide reflection not only at the application level but also at the level of the execution environment (EE). We characterize such systems, propose a design, and present Mate v1, a prototypical implementation. Based on our prototype, we analyze the feasibility and applicability of incorporating reflective capabilities into different parts of EEs. Furthermore, the evaluation demonstrates the opportunities such reflective capabilities provide for unanticipated dynamic adaptation scenarios, benefiting thus, a wider range of users. [23]

Tracing vs. Partial Evaluation. Tracing and partial evaluation have been proposed as meta-compilation techniques for interpreters to make just-in-time compilation language-independent. They promise that programs executing on simple interpreters can reach performance of the same order of magnitude as if they would be executed on state-of-the-art virtual machines with highly optimizing just-in-time compilers built for a specific language. Tracing and partial evaluation approach this meta-compilation from two ends of a spectrum, resulting in different sets of tradeoffs. This study investigates both approaches in the context of self-optimizing interpreters, a technique for building fast abstract-syntax-tree interpreters. Based on RPython for tracing and Truffle for partial evaluation, we assess the two approaches by comparing the impact of various optimizations on the performance of an interpreter for SOM, an object-oriented dynamically-typed language. The goal is to determine whether either approach yields clear performance or engineering benefits. We find that tracing and partial evaluation both reach roughly the same level of performance. SOM based on meta-tracing is on average 3x slower than Java, while SOM based on partial evaluation is on average 2.3x slower than Java. With
respect to the engineering, tracing has however significant benefits, because it requires language implementers to apply fewer optimizations to reach the same level of performance. [29]

**Zero-Overhead Metaprogramming.** Runtime metaprogramming enables many useful applications and is often a convenient solution to solve problems in a generic way, which makes it widely used in frameworks, middleware, and domain-specific languages. However, powerful metaprogramming capabilities are rarely supported and even common concepts such as reflective method invocation or dynamic proxies are not optimized. Solutions proposed in literature either restrict the metaprogramming capabilities or require application or library developers to apply performance improving techniques. For overhead-free runtime metaprogramming, we demonstrate that dispatch chains, a generalized form of polymorphic inline caches common to self-optimizing interpreters, are a simple optimization at the language-implementation level. Our evaluation with self-optimizing interpreters shows that unrestricted metaprogram protocols can be realized for the first time without runtime overhead, and that this optimization is applicable for just-in-time compilation of interpreters based on meta-tracing as well as partial evaluation. In this context, we also demonstrate that optimizing common reflective operations can lead to significant performance improvements for existing applications [30].

**A Partial Read Barrier for Efficient Support of Live Object-oriented Programming.** Live programming, originally introduced by Smalltalk and Lisp, and now gaining popularity in contemporary systems such as Swift, requires on-the-fly support for object schema migration, such that the layout of objects may be changed while the program is at one and the same time being run and developed. In Smalltalk schema migration is supported by two primitives, one that answers a collection of all instances of a class, and one that exchanges the identities of pairs of objects, called the become primitive. Existing instances are collected, copies using the new schema created, state copied from old to new, and the two exchanged with become, effecting the schema migration. Historically the implementation of become has either required an extra level of indirection between an object’s address and its body, slowing down slot access, or has required a sweep of all objects, a very slow operation on large heaps. Spur, a new object representation and memory manager for Smalltalk-like languages, has neither of these deficiencies. It uses direct pointers but still provides a fast become operation in large heaps, thanks to forwarding objects that when read conceptually answer another object and a partial read barrier that avoids the cost of explicitly checking for forwarding objects on the vast majority of object accesses [31].

### 8. Bilateral Contracts and Grants with Industry

#### 8.1. SafePython FUI

- **Participants:** Damien Cassou [Correspondant], Jean-Baptiste Arnaud, Stéphane Ducasse.
- **Contracting parties:** CEA, Evitech, Inria, Logilab, Opida, Thales, Wallix.

Beyond embedded computing, there is not so much research and development on the verification of software safety. Recently, some tools have been created for languages such as JAVA, SQL, VB or PHP. Nevertheless, nothing exists for Python even though this language is growing fast. SafePython’s goal is to provide code analysis tools applicable to Python programs. This project will define a subset of Python that the developers will have to use to have their programs analyzed.

#### 8.2. Sponsoring LAM

- **Participants:** Stéphane Ducasse [Correspondant], Marcus Denker.
- **Contracting parties:** Inria, LAM Research, Inc.

LAM Research Inc.([http://lamrc.com](http://lamrc.com)) is a leading supplier of wafer fabrication equipment and services to the global semiconductor industry. LAM has started to sponsor RMOD in 2014. RMOD used the sponsored funds to pay student internships in 2015.
8.3. Worldline CIFRE

Participants: Anne Etien [Correspondant], Nicolas Anquetil, Stéphane Ducasse, Vincent Blondeau.

In the context of a CIFRE PhD we are working on large industrial project characterization. The PhD started in October 2014.

8.4. Pharo Consortium

The Pharo Consortium was founded in 2012 and is growing constantly. As of end 2015, it has 19 company members, 13 academic partners and 3 sponsoring companies. Inria supports the consortium with one full time engineer starting in 2011. More at http://consortium.pharo.org.

9. Partnerships and Cooperations

9.1. Regional Initiatives

We have signed a convention with the CAR team led by Noury Bouraqadi of Ecole des Mines de Douai. In this context we co-supervised three PhD students (Mariano Martinez-Peck, Nick Papoylias and Guillermo Polito). The team is also an important contributor and supporting organization of the Pharo project.

9.2. European Initiatives

9.2.1. FP7 & H2020 Projects

MEALS FP7 Marie Curie Research Staff Exchange Scheme

MEALS (Mobility between Europe and Argentina applying Logics to Systems) is a mobility project financed by the 7th Framework programme under the Marie Curie International Research Staff Exchange Scheme. It involves seven academic institutions from Europe and four from Argentina, and a total of about 80 researchers to be exchanged. The project started on the 1st of October, 2011, and it has a duration of 4 years. Nr: FP7-PEOPEL-2011-IRSES

http://www.meals-project.eu

9.2.2. Collaborations in European Programs, except FP7 & H2020

9.2.2.1. ERCIM Software Evolution

We are involved in the ERCIM Software Evolution working group since its inception. We participated at his creation when we were at the University of Bern.

9.3. International Initiatives

9.3.1. Inria International Labs

Inria Chile
Associate Team involved in the International Lab:
9.3.1.1. PLOMO2

Title: Infrastructure for a new generation of development tools
International Partner (Institution - Laboratory - Researcher):

Universidad de Chile (Chile) - Computer Science Department, PLEIAD laboratory (DCC)
- Alexander Bergel
Start year: 2014
See also: http://pleiad.cl/research/plomo2
Performing effective software development and maintenance are best achieved with effective tool support. Provided by a variety of tools, each one presenting a specific kinds of information supporting the task at hand. With Plomo2, we want to invent a new generation tools to navigate and profile programs by combining dynamic information with visualization to improve the development environment.

9.3.2. Inria International Partners

9.3.2.1. Declared Inria International Partners

Participants: Marcus Denker [correspondant], Stéphane Ducasse [RMoD], Nicolas Anquetil [RMoD], Diego Garbervetsky [UBA, LAFHIS], Gabriela Arevalo [Universidad Nacional de Quilmes], Nicolas Passerini [Uqbar].

Uqbar - Argentina

Uqbar is a foundation of researchers teaching in several universities of the Buenos Aires area. Universidad Tecnologica Nacional (FRBA) Universidad Nacional de Quilmes, Universidad Nacional de San Martin, Universidad Nacional del Oeste. LAFHIS is a research laboratory from the University of Buenos Aires. More information at (http://www.uqbar-project.org).

9.3.2.2. Informal International Partners

Pharo in Research: We are building an ecosystem around Pharo with international research groups, universities and companies. Several research groups (such as Software Composition Group – Bern, and Pleaid – Santiago) are using Pharo. Many universities are teaching OOP using Pharo and its books. Several companies worldwide are deploying business solutions using Pharo.

University of Mons, Belgium

Julien Delplanque is a student in the master M1 program from Mons University. He is working on SQL parsers and code critics.

9.3.3. Participation In other International Programs

9.3.3.1. STIC AmSud

Participants: Damien Cassou [correspondant], Gustavo Santos [RMoD], Martin Dias [RMoD], David Röthlisberger [UDP - Universidad Diego Portales, Santiago, Chile], Marcelo Almeida Maia [UFU - Federal University of Uberlândia, Brasil], Romain Robbes [Departamento de Ciencias de la Computación (DCC), Universidad de Chile, Santiago, Chile], Martín Monperrus [Spirals].

Project Partners: Inria RMOD, Inria Spirals, DCC Universidad de Chile, Universidad Diego Portale Chile, Federal University of Uberlândia, Brasil.
This project aims at facilitating the usage of frameworks and application programming interfaces (APIs) by mining software repositories. Our intuition is that mining reveals how existing projects instantiate these frameworks. By locating concrete framework instantiations in existing projects, we can recommend to developers the concrete procedures for how to use a particular framework for a particular task in a new system. Our project also tackles the challenge of adapting existing systems to new versions of a framework or API by seeking repositories for how other systems adapted to such changes. We plan to integrate recommendations of how to instantiate a framework and adapt to changes directly in the development environment. Those points taken together, considerably distinguish our approach from existing research in the area of framework engineering.
Nicolas Anquetil visited one week the ASERG team of Pr. Marco Tulio Valente at Federal University of Minas Gerais (Brazil), and another week the team of Pr. Alexander Bergel at University of Chile.

9.3.3.2. European Lab with Delft

We have a Lille Nord Europe European Lab with A. Bachelli from Delft University. We are working on infrastructure and tools for code reviewing. We have exchange of staff and presented a paper at SANER 2015.

9.4. International Research Visitors

9.4.1. Visits of International Scientists

In the context of the PLOMO2 associated Team with the University of Chile:

- Johan Fabry (January 2015 for Pharo Days Lille, PLEIAD funded)
- Alexandre Bergel (01/07/2015 until 27/07/2015)
- Johan Fabry (July 2015 for ESUG, PLEIAD funded)
- Pierre Chanson (July 2015 and September 2015)
- Miguel Campusano (20/09/2015-07/10/2015)
- Alexandre Bergel (Dec 2015)

In the context of MEALS:

- Guido Chari visited RMoD in March 2015.

Other visitors:

- Glenn Cavarle, Jun 2015. Pharo MOOC.
- Skip Lentz, Delft University of Technology, Delft, the Netherlands, September 2015 to January 2016. Internship/Research project.
- Matthieu Lacaton, Thales, April 2015.
- Klérisson Vinicius Ribeiro da Paixão, Federal University of Uberlandia, Uberlandia (MG), Brazil, from September, 2015 to July, 2016. Stic-Amsud MineAPI.
- Pablo Tesone, Thesis Relay from August 2015.
- Leonardo Silva, PhD student from Brazil (Federal University of Minas Gerais), did a 6 months internship within for his PhD. From January 2015 to June 2015. SticAmsud Project Dynarchi.

9.4.2. Visits to International Teams

9.4.2.1. Research stays abroad

- Guillermo Polito: 25.05.2015 SOFT Languages Lab Vrije Universiteit Brussel, Brussels. Visit to present the work of the laboratory and look for collaborations.
- Guillermo Polito: 23.07.2015 Universidad de Quilmes, Buenos Aires. Visit to present the work of the laboratory.
- Nicolas Anquetil visited one week the ASERG team of Pr. Marco Tulio Valente at Federal University of Minas Gerais (Brazil), and another week the team of Pr. Alexander Bergel at University of Chile.
• Marcus Denker: 02.11-02.12.2015 PLEIAD DCC University of Chile, Santiago de Chile. Visit in the context of the Inria Associated Team PLOMO2.
• Marcus Denker: 02.01-20.01.2015 PLEIAD DCC University of Chile, Santiago de Chile. Visit in the context of the Inria Associated Team PLOMO2.
• Damien Cassou and Gustavo Santos. 02.02.2015. Visited for one week the University of Uberlandia (Brazil). Project MineAPI (SticAmSud).
• Olivier Auverlot and Anne Etien 16.12.15. University of Namur, Belgium. Visit to present the SQL project.

10. Dissemination

10.1. Promoting Scientific Activities

10.1.1. Scientific events organisation

10.1.1.1. General chair, scientific chair

Anne Etien was General chair of IWST15, the International Workshop of Smalltalk Technologies (part of ESUG 2015).

10.1.1.2. Member of the organizing committees

• Nicolas Anquetil, Anne Etien and Damien Cassou organized the umbrella conference EvoLille (= EOSESE + RIMEL + BENEVOL) as well as BENEVOL. Funding was acquired from sponsors (8000 EUR). The event had 60 participants.
• Nicolas Anquetil organized RIMEL.
• Marcus Denker and Stéphane Ducasse are in the board of ESUG and organized ESUG 2015, the yearly Smalltalk industrial conference.
• RMoD organized Pharo Conf 2015, the yearly Pharo meeting of both industrial and research users.

10.1.2. Scientific events selection

10.1.2.1. Chair of conference program committees

• Nicolas Anquetil, Anne Etien and Damien Cassou where program chairs of BENEVOL, BElgian-NEtherlands software eVOLution seminar (Dec 03-04, 2015. Lille, France)
• Anne Etien was program chair at IWST 2015 (International Workshop of Smalltalk Technologies).

10.1.2.2. Member of the conference program committees

• Anne Etien
  – BENEVOL 2015 : BElgian-NEtherlands software eVOLution seminar (Dec 03-04, 2015. Lille, France)
  – Modelsward16 : 4th International Conference on Model-Driven Engineering and Software Development (19 - 21 Feb 2016, Rome, Italy)
  – ICSOFT-PT15 : 10th International Conference on Software Paradigm Trends
  – ICSOFT-PT16 : 11th International Conference on Software Paradigm Trends (24 - 26 Jul 2016, Lisbon, Portugal)
• Nicolas Anquetil
  – BENEVOL 2015 : BElgian-NEtherlands software eVOLution seminar (Dec 03-04, 2015. Lille, France)
  – SANER 2015 : International Conference on Software Analysis, Evolution, and Reengineering (Mar 2–6, 2015; Montreal, Canada)
• **CIEL 2015** : 4me Conference en Ingenierie du Logiciel (Jun 9–11, 2015; Bordeaux, France)

• **ICSOFT-EA** : 10th International Joint Conference on Software Engineering and Applications (Jul 20–22, 2015; Colmar, France)

• **AICCSA 2015** : ACS/IEEE International Conference on Computer Systems and Applications (Nov 17–20, 2015; Marrakech, Morocco)

**Damien Cassou**

• **BENEVOL 2015** : BElgian-NEtherlands software eVOLution seminar (Dec 03-04, 2015, Lille, France)

**Marcus Denker**

• **SANER 2016** (23rd IEEE International Conference on Software Analysis, Evolution, and Reengineering)

• **VISSOFT’15 NIER/TD** (IEEE Working Conference on Software Visualization, NIER and Tool Track)

**Martin Dias**

• **DChanges 2015** (International Workshop on (Document) Changes: Modeling, Detection, Storage and Visualization 2015)

**Stéphane Ducasse**

• **International Conference Onward! 2015**.

• **International Conference 18th International Conference on Fundamental Approaches to Software Engineering (FASE) 2015, 2016**

  • declined: ECOOP 2015, ECOOP 2016.

10.1.2.3. Reviewer

• **Gustavo Santos** reviewed for SANER 2016 (23rd IEEE International Conference on Software Analysis, Evolution, and Reengineering).

• **Klérisson Paixão** reviewed for SANER 2016 (23rd IEEE International Conference on Software Analysis, Evolution, and Reengineering).

• **Klérisson Paixão** reviewed for 19th International Conference on Fundamental Approaches to Software Engineering (FASE).

10.1.3. Journal

10.1.3.1. Reviewer - Reviewing activities

Nicolas Anquetil reviewed a book on software evolution for Springer. He also reviewed manuscripts for the following international journals:

• **IEEE Transactions on Software Engineering** (IEEE Computer Society, ISSN: 0098-5589)

• **Journal of Software: Evolution and Process** (Wiley, ISSN: 2047-7481)

• **Journal of Systems and Software** (Elsevier, ISSN: 0164-1212)

• **IET Software** (IET, ISSN 1751-8806)

Marcus Denker reviewed an article for Science of Computer Programming (Elsevier, ISSN: 0167-6423)
10.1.4. Scientific expertise

- Damien Cassou reviewed a proposal for Jeune Entreprise Innovante.
- Marcus Denker reviewed a research proposal for Fondo Nacional de Desarrollo Científico y Tecnológico (FONDECYT), Chile

10.1.5. Research administration

- Marcus Denker was vice president of the local Inria Lille commission développement technologique.

10.2. Teaching - Supervision - Juries

10.2.1. Teaching

Master: C. Demarey, Intégration Continue, 4h (M2), GIS2A5, Polytech'Lille, France
Master: C. Demarey, Intégration Continue, 12h (M2), IAGL, Université de Lille 1, France
Licence : Damien Cassou, OpenDevS Communauté de Développeurs, 40, L3, Université Lille 1, France
Licence : Damien Cassou, Conception orientée objet, 52.5, L3, Université Lille 1, France
Master : Damien Cassou, Qualité logicielle, 30, M2, Université Lille 1, France
Master : Damien Cassou, CAL Tests et Maintenance, 12, M2, Université Lille 1, France
Master: Anne Etien, Test et Maintenance, 10, M2, Polytech-Lille, Frabce
Master : Anne Etien, Système d’information objet, 22, M1, Polytech-Lille, France
Master : Anne Etien, Bases de données, 44, M1, Polytech-Lille, France
Master : Anne Etien, Bases de données Avancées, 12, M1, Polytech-Lille, France
Licence : Anne Etien, Bases de données, 22, L3, Polytech-Lille, France
Licence : Damien Pollet, Java lecture, L3 level, 130 students, 30 hours (for the students), Telecom Lille, France
Licence : Damien Pollet, Java lecture, L3 level, 60 remote students, 20h, Telecom Lille, France
Licence : Damien Pollet, Java project, L3 level, 10 remote students, 20h, Telecom Lille, France
Licence : Damien Pollet, Computer architecture, L3 level, 10h, Telecom Lille, France
Master : Damien Pollet, Technologies for information systems, M1 level 30h, Telecom Lille, France
Master : Damien Pollet, Network algorithms, M2, 30h, Telecom Lille, France
Master : Damien Pollet, Software engineering, M1, 6h, Telecom Lille, France
Nicolas Anquetil, Conception et programmation objet avancées, 64h, L2, Univ. Lille1, France
Nicolas Anquetil, Programation Système, 48h L2, Univ. Lille1, France
Nicolas Anquetil, Projet tuteuré, 32h L2, univ. Lille1, France
Nicolas Anquetil, Programmation mobile, 32h L2, univ. Lille1, France

10.2.2. Supervision

Martin Dias, Supporting Merging, 27/11/2015, Damien Cassou, Stéphane Ducasse.
Guillermo Polito, Isolation and Reflection in Dynamic Object Oriented Languages, 13/04/2015, Noury Bouraqadi, Luc Fabresse, Stéphane Ducasse.
PhD in progress: Vincent Blondeau, CIFRE Worldline, started Oct 2014, Anne Etien, Nicolas Anquetil.
PhD in progress: Brice Govin, CIFRE Thales, started Jan 2015, Anne Etien, Nicolas Anquetil, Stéphane Ducasse.
PhD in progress: Gustavo Santos, started April 2014, Anne Etien, Nicolas Anquetil
PhD in progress: Camille Teruel, Security for dynamic languages, 01/12/2012, Stéphane Ducasse, Damien Cassou
PhD in progress: Marco Naddeo, Evolvable and reusable software: from language design to developer tools, started 01/01/2014, Viviana Bono (University of Turin), Damien Cassou, Stéphane Ducasse
PhD in progress: Klérisson Paixao, Automating reactions for API changes based on dynamic analysis, started 16/08/2014, Marcelo Maia, Damien Cassou, Stéphane Ducasse.
Internships: Cyril Ferlicot, Yann Lesage, Skip Lentz, Thomas Durieux, Cédric Lenquette, Xavier Koma, Mathieu Schepens, Thomas Heniart.

10.2.3. Juries
- Anne Etien: Eli Richa, Qualification des générateurs de code source dans le domaine de l’avionique: le test automatisé des chaînes de transformation de modèles, 15/12/15, Telecom ParisTech (reviewer)
- Damien Cassou: Martin Dias, Supporting Integration Activities with First-Class Code Changes, 27/11/2015, Lille.
- Stéphane Ducasse:
  - Habilitation
    - * Reflective Languages for Mobile Robotics Applications Development, Dr. Luc Fabresse, Université de Lille 1, Lille, 08/12/15.
    - * Supporting Software Evolution in Organizations, Dr. Nicolas Anquetil, Université de Lille 1, Lille, 09/05/14.
  - Thèses
    - * Organisation des développeurs open-source et fiabilité logicielle, Mathieu Foucault, Université de Bordeaux, France. 30/11/15. (referee)

10.3. Popularization
- Marcus Denker gave one presentation about Pharo at the open source conference FOSDEM 2015.
- RMOD co-organized and participated at ESUG 2015.
- Multiple public Pharo Sprints in Lille.
- A MOOC for Pharo is in preparation (Stéphane Ducasse, Damien Cassou)
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